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#### Abstract

We present an algorithm for efficiently approximating of qubit unitaries over gate sets derived from totally definite quaternion algebras. It achieves $\varepsilon$-approximations using circuits of length $O(\log (1 / \varepsilon))$, which is asymptotically optimal. The algorithm achieves the same quality of approximation as previously-known algorithms for Clifford+T [arXiv:1212.6253], V-basis [arXiv:1303.1411] and Clifford $+\pi / 12$ [arXiv:1409.3552], running on average in time polynomial in $O(\log (1 / \varepsilon))$ (conditional on a number-theoretic conjecture). Ours is the first such algorithm that works for a wide range of gate sets and provides insight into what should constitute a "good" gate set for a fault-tolerant quantum computer.


## 1. Introduction

Each time we build a new computing device, we ask the question: what problems can it solve? We wonder the same thing about the quantum computers we will build. When addressing such questions, we usually start with a crude analysis, asking how resources like time, memory, cost and the size of the computer scale with the problem size. In particular, how do these is how these resources depend on the particular gate set supported by a quantum computer? The algorithm of Solovay and Kitaev [18,38] shows that any two universal gate are equally good from the perspective of polynomially-scaling resources. However, once we can build a small quantum computer we will be asking more refined questions: How large of a problem can we solve on it? How can we compile our algorithms in the most resource-efficient way possible?
Typically, a circuit implementing a quantum algorithm uses a large number of gates, or local unitaries. Each local unitary must be compiled into the gate set supported by a target fault-tolerant quantum computer. Whereas the unitary groups are uncountable, most promising quantum computer architectures known today (topological or based on error correcting codes) natively support only a finite set of unitary gates. The problem of optimal compilation into circuits over such a gate set can be naturally formulated as that of approximation in such groups.

In this paper, we focus on the problem of compiling circuits for single-qubit unitaries, i.e. that of approximation by finitely-generated subgroups of $\mathrm{SU}(2)$. Let us start with a systematic description of the latter problem. Let $\mathcal{G} \subset \mathrm{SU}(2)$ be a finite set of $2 \times 2$ unitary matrices, or gates. Given an arbitrary unitary $U \in \mathrm{SU}(2)$, we want to express it in terms of unitaries from $\mathcal{G}$. In most cases $U$ can not be expressed exactly using elements of $\mathcal{G}$ and must be therefore approximated. For a selected absolute precision $\varepsilon$, our task is to find a sequence of gates $g_{1}, \ldots, g_{N} \in \mathcal{G}$ (usually called a circuit over $\mathcal{G}$ ) such that $\left\|U-g_{N} \cdots g_{1}\right\| \leq \varepsilon$. If we can approximate any unitary over the gate set $\mathcal{G}$ (or in other words, if $\mathcal{G}$ generates a dense subgroup $\langle\mathcal{G}\rangle$ of $\mathrm{SU}(2)$ ), we call $\mathcal{G}$ a universal. Given that each unitary can be so approximated, we may then ask for the shortest, or least costly, such circuit. A volume argument shows that there exist unitaries $U$ requiring circuits of length at least $C \log (1 / \varepsilon)$, where $C$ is a constant that depends on the gate set $\mathcal{G}$. A natural question to ask is whether there is a matching upper bound, i.e. whether we can approximate any unitary using a circuit of length $O(\log (1 / \varepsilon))$. To answer this question, one must employ non-trivial mathematical

[^0]ideas $[13,34,47,48]$. For example, it was recently shown [13] that such approximations exist if the unitaries in $\mathcal{G}$ have entries that are algebraic numbers. All known gate sets associated to fault-tolerant quantum computing architectures have this property.
Unfortunately, the result [13] is non constructive. Furthermore, there is no obvious way to make it constructive that would realistically work for even moderately small precision target $\varepsilon$. The result of [13] implies that brute-force search can yield approximations saturating the lower bound. In practice, however, the precision of approximation achievable with brute force search is limited to $10^{-4}$ or $10^{-5}$. Ideally, we would like to have an algorithm that finds an $\varepsilon$-approximation of a given unitary with a circuit of length $O(\log (1 / \varepsilon))$ and, furthermore, we would like the algorithm to run in $O(\operatorname{poly}(\log (1 / \varepsilon))$ time.
Recently such algorithms were found for several gate sets such as Clifford +T [61,63], the V-basis [8], Clifford $+R_{z}(\pi / 6)[9]$ and the braiding of Fibonacci anyons [40]. The question why it is possible to construct such an algorithm for these gate sets and what general properties such gate set should has been an outstanding challenge in the field. In this paper we for the first time present a general mathematical framework that enables the development of efficient approximation algorithms for entire families of gate sets, instead of for specific examples. We develop such an algorithm in the general setting for gate sets derived from totally definite quaternion algebras. We also implemented the algorithm and show results of applying it to a wide range of gate sets, including Clifford $+\sqrt{T}$. We also reproduce results from $[8,9,63]$. As noted in [44], the Fibonacci gate set is related to indefinite quaternion algebras; we will analyze this case elsewhere as it requires more work. Our algorithm does not allow us to find absolutely optimal circuits given factoring oracle like this is done in [61] for Clifford+T gate set. Achieving this is an interesting topic for future research.
The proof that our algorithm terminates and runs on average in polynomial time relies on a number-theoretic conjecture that generalizes and refines similar conjectures appearing in $[8,9,63]$. The mathematics behind conjectures of this type were recently studied in [62] for Clifford +T , V-basis and some other gate sets. Results of our numerical experiments provide indirect evidence that some of results in [62] can be true for a wider range of gate sets. This is related to the "Golden Gates" introduced in [62]. We discuss this in more detail in Section 3.5. Next we state the problem of unitary approximation more formally and provide a high level overview of our approximation framework.
1.1. Ancillae free approximation. Formally the problem of ancillae free approximation for single qubit gate sets can be stated as follows:

Problem 1.1 (unitary approximation problem in two dimensions, UAP). Given
(1) finite universal unitary gate set $\mathcal{G} \subset \mathrm{SU}(2)$
(2) cost function $c: \mathcal{G} \rightarrow \mathbb{R}^{+}(c: \mathcal{G} \rightarrow\{1\}$ corresponds to circuit length)
(3) distance function $\rho$ on the set of unitaries
(4) cost bound function cost $_{\max }: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$
(5) target unitary $U$ from $U_{\text {targ }} \subset \mathrm{SU}(2)$
(6) target precision $\varepsilon$

Find $g_{1}, \ldots, g_{N}$ from $G$ such that $\rho\left(g_{1} \cdot \ldots \cdot g_{N}, U\right) \leq \varepsilon$ and $\sum_{k=1}^{N} c\left(g_{k}\right) \leq \operatorname{cost}_{\max }(\varepsilon)$.
We say that the algorithm solves UAP in polynomial time, if it solves Problem 1.1 for arbitrary unitaries $U$ from $U_{\text {targ }}$ and its runtime is polynomial in $\log (1 / \varepsilon)$. We also allow to spend arbitrary

| Algorithm | Gate set <br> $\mathcal{G}$ | Cost <br> function <br> $c: \mathcal{G} \rightarrow \mathbb{R}^{+}$ | Cost bound <br> function <br> $\operatorname{cost}_{\text {max }}$ | Set of target <br> unitaries <br> $U_{\text {targ }}$ | runtime as <br> function of <br> $\log (1 / \varepsilon)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1. Solovay-Kitaev <br> $[18,38]$ | any <br> universal | $c(g)=1$ | $O\left(\log ^{3.97}(1 / \varepsilon)\right)$ | $\mathrm{SU}(2)$ | polynomial |
| 2. brute-force <br> search [24] | unitaries with <br> algebraic entries | $c(g)=1$ | $O(\log (1 / \varepsilon))$ | $\mathrm{SU}(2)$ | exponential |
| 3. [42, 61, 63] | Clifford+T | $c(\mathrm{~T})=1$, <br> $c(\mathrm{Clifford})=0$ | $O(\log (1 / \varepsilon))$ | $e^{i Z \varphi}$ | polynomial |
| 4. $[6,8]$ | V-basis | $c(g)=1$ | $O(\log (1 / \varepsilon))$ | $e^{i Z \varphi}$ | polynomial |
| 5. $[40]$ | Fibonacci | $c(g)=1$ | $O(\log (1 / \varepsilon))$ | $e^{i Z \varphi}, e^{i X \varphi}$ | polynomial |
| 6. $[9]$ | Clifford $+e^{i \pi Z / 12}$ | $c\left(e^{i \pi Z / 12}\right)=1$, <br> $c(\operatorname{Clifford})=0$ | $O(\log (1 / \varepsilon))$ | $e^{i Z \varphi}$ | polynomial |
| 7. this paper | totally definite | $c(g)=1$, <br> $c_{\text {canonical }}$ | $O(\log (1 / \varepsilon))$ | $e^{i Z \varphi}$ | polynomial |

TABLE 1. Known algorithms for solving the unitary approximation problem (UAP, Problem 1.1). The distance function used is $\|U-V\|$, where $\|U\|=\frac{1}{2} \sqrt{\operatorname{Tr}\left(U U^{\dagger}\right)}$. Cost function $c_{\text {canonical }}$ is defined in Section 2.3 and also discussed in more details in Section 5.
time on precomputation based on (1) - (4) and store arbitrary amount of results of the precomputation. The set $U_{\text {targ }}$ can be equal to $\mathrm{SU}(2)$ or some its subset. For example, it can be the set of all unitaries $e^{i \varphi Z}$ for $Z$ being Pauli $Z$ matrix and $\varphi$ being arbitrary real number.
The hardness of solving UAP and the existence of the solution to it depends on the choice of cost bound function cost $_{\text {max }}$. We summarize known algorithms for solving UAP in Table 1. In practice, for target precisions $10^{-10}$ to $10^{-30}$, the overhead from using the Solovay Kitaev algorithm can be between one to three orders of magnitude [40,43]. On the other hand, the methods based on brute force search find the best possible solution, but are frequently limited to precisions $10^{-5}$ or even less because their runtime and required memory scale exponentially with $\log (1 / \varepsilon)[24,43]$. Methods $[8,61,63]$ together with the one that is the focus of this paper (see also Table 1, lines 3-8) are based on exact synthesis algorithm and produce results that has cost bound similar to brute force search but have polynomial runtime subject to some number theoretic conjectures (similar to Conjecture 3.8). In the next subsection we will explain the idea of this methods in more detail.
1.2. Approximation methods based on exact synthesis. Algorithms that solve UAP (Problem 1.1) and that are based on the exact synthesis algorithm (see Table 1, lines 3-8) can be described by the flow chart on Figure 1. The focus of this paper is such an algorithm that works for gate sets described by an arbitrary totally definite quaternion algebra and generalizes algorithms from $[8,9,63]$ (see also Table 1, lines 3-6). We leave the analog of the algorithm for indefinite quaternion algebras for future work. In this subsection we first discuss what does it mean for the gate set to be described by totally definite quaternion algebra and next look at the flow on Figure 1 in more details.

We refer to Section 2 for definitions and more details discussion of mathematical objects discussed below. The aim of this part to explain connections between them and to the algorithm presented in this paper on a high level. We say that the gate set $\mathcal{G}$ is described by quaternion algebra if the following list of objects can be specified and related to the gate set.

Definition 1.2. A quaternion gate set specification is a tuple $\langle F, \sigma, a, b, \mathcal{M}, S\rangle$ where:

- $F$ is a totally real number field and $\sigma$ is an embedding of $F$ into $\mathbb{R}$
- $a, b$ are elements of $F$ that define the quaternion algebra $\left(\frac{a, b}{F}\right)$ over $F$
- $\mathcal{M}$ is a maximal order of $\left(\frac{a, b}{F}\right)$
- $S=\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{M}\right\}$ is a set of prime ideals of $F$

Using the embedding $\sigma$ any quaternion $q$ from the quaternion algebra can be mapped to a special unitary $U_{q} \in S U(2)$. We discuss the precise construction of this map in Subsection 2.1. This map has the following important properties:

$$
U_{q_{1} q_{2}}=U_{q_{1}} U_{q_{2}}, U_{q}^{\dagger}=U_{q^{*}}
$$

where $q^{*}$ is the conjugate of $q$. Let us also define the following closed under multiplication set

$$
\mathcal{M}_{S}=\left\{q \in \mathcal{M}: \operatorname{nrd}(q) \mathbb{Z}_{F}=\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}, L_{k} \in \mathbb{Z}, L_{k} \geq 0\right\}
$$

and call $\left(L_{1}, \ldots, L_{M}\right)$ the cost vector of $q$. We will discuss the meaning of a cost vector in more details further in this section and also in Section 2.3. Above nrd $(q)$ is the reduced norm of quaternion and $\mathbb{Z}_{F}$ is a ring of integers of number field $F$. The set $\mathcal{M}_{S}$ is closed under multiplication because $\mathcal{M}$ is closed under multiplication and $\operatorname{nrd}\left(q_{1} q_{2}\right)=\operatorname{nrd}\left(q_{1}\right) \cdot \operatorname{nrd}\left(q_{2}\right)$.
A simplified set of conditions that must hold for the gate set to be described by the quaternion gate set specification is:
(1) There must exist subset $\mathcal{G}_{Q}$ of $\mathcal{M}_{S}$ such that $\mathcal{G}=\left\{U_{q}: q \in \mathcal{G}_{\mathcal{M}, S}\right\}$.
(2) The group generated by $\mathcal{G}$ must be equal to group $\left\{U_{q}: q \in \mathcal{M}_{S}\right\}$.

Condition (1) implies that group generated by elements from $G$ is a subgroup of $\left\{U_{q}: q \in \mathcal{M}_{S}\right\}$. Condition (2) can be checked using the framework developed in the recent paper [44] given set $\mathcal{G}_{\mathcal{M}, S}$. We will give a brief overview of results in [44] in Subsection 2.3. One way of checking the condition (2) is to first compute a finite set of quaternions $\mathcal{G}_{\mathcal{M}, S}^{\star}$ such that every element of $\mathcal{M}_{S}$ can be written as a product of elements of $\mathcal{G}_{\mathcal{M}, S}^{\star}$ and a scalar (using algorithms from [44]). We will say that $\mathcal{G}_{\mathcal{M}, S}^{\star}$ is a set of canonical generators of $\mathcal{M}_{S}$. Second, for each $q$ from $\mathcal{G}_{Q}^{\star}$ find a representation of $U_{q}$ as a product of elements of $\mathcal{G}$. For all $q$ from $\mathcal{G}_{\mathcal{M}, S}^{\star}$ we then can define:

$$
\begin{equation*}
\operatorname{Circuit}(q)=\left(U_{1}, \ldots, U_{n}\right), \text { where } U_{q}=U_{1} \ldots U_{n}, U_{k} \in \mathcal{G} \tag{1}
\end{equation*}
$$

One natural way of defining the cost of elements of $\mathcal{G}_{\mathcal{M}, S}^{\star}$ is

$$
c(q)=\sum_{k=1}^{n} c\left(U_{k}\right) .
$$

For the other cost function definitions related to the cost vector of the quaternion see Section 2.3. To summarize we give the following definition:

Definition 1.3. We say that a gate set $\mathcal{G}$ is described by quaternion algebra if the following data is defined:
(1) A quaternion gate set specification $\langle F, \sigma, a, b, \mathcal{M}, S\rangle$,
(2) A set set of canonical generators $\mathcal{G}_{\mathcal{M}, S}^{\star}$ of $\mathcal{M}_{S}$,
(3) A map Circuit as described by equation (1).

In Section 5 we will give examples of the gate sets described by quaternion algebras (including Clifford $+T$ and $V$ basis) and will explicitly specify (1)-(3) for each example. Now we have enough background to discuss the flow of our algorithm in more details.

Steps 2 and 3 in Figure 1 are the crucial in the algorithm. For simplicity we focus on the case when set $S$ consists of only one prime ideal. Our input to Step 2 is $L_{1}, \varphi, \varepsilon$. The output of Step 2 is a quaternion $q$ from $\mathcal{M}_{S}$ such that its cost is equal $L_{1}$ and $U_{q}$ is within distance $\varepsilon$ from $R_{z}(\varphi)$. The fact that our target gate set $\mathcal{G}$ is described by quaternion algebra (Definition 1.3) immediately implies that $U_{q}$ can be expressed as a circuit over $\mathcal{G}$. Steps 3 and 4 construct such a circuit. In Step 3 we express $q$ as a product $q_{1} \ldots q_{n}$ of elements of $\mathcal{G}_{\mathcal{M}, S}^{\star}$ and a scalar from $F$ using exact synthesis algorithm described in [44]. In Step 4 we find a circuit for $U_{q}$ over gate set $\mathcal{G}$ as concatenation of circuits for each $q_{k}$.
Let us now discuss Step 1 in more detail. To give some intuition we start with the Clifford+T gate set example (analyzed in more details in Section 5). In this case set $S$ contains precisely one prime ideal $\mathfrak{p}_{1}$ and $L_{1}$ is greater or equal to the T-count of the resulting circuit. To ensure that approximation step succeeds the input to the algorithm must satisfy inequality

$$
L_{1} \log \left(N\left(\mathfrak{p}_{1}\right)\right) \geq 4 \log (1 / \varepsilon)+C_{\min }, \text { where } N\left(\mathfrak{p}_{1}\right) \text { is the norm of } \mathfrak{p}_{1} .
$$

This reproduces result in [63] that the $T$-count scales as $4 \log _{2}(1 / \varepsilon)+C_{\text {min }}$ because $N\left(\mathfrak{p}_{1}\right)=$ 2 holds for the Clifford $+T$ case. The bound also saturates the lower bound proved in [63] up to an additive constant. In this simple case, in Step 1 of Figure 1 we just assign $L_{1}=$ $\left\lceil\left(4 \log (1 / \varepsilon)+C_{\min }\right) / \log \left(N\left(\mathfrak{p}_{1}\right)\right)\right\rceil$. In our algorithm we precompute constant $C_{\min }$ based on quaternion gate set specification.
More generally, the cost vector $\left(L_{1}, \ldots, L_{M}\right)$ that we input to Step 2 must satisfy the following inequality

$$
L_{1} \log \left(N\left(\mathfrak{p}_{1}\right)\right)+\ldots+L_{M} \log \left(N\left(\mathfrak{p}_{M}\right)\right) \geq 4 \log (1 / \varepsilon)+C_{\min }
$$

The length of the circuit output by our algorithm is proportional to $L_{1}+\ldots+L_{M}$ and therefore proportional to $\log (1 / \varepsilon)$ which is up to multiplicative factor is the best possible. Cost optimality up to an additive constant is more subtle and is dependent on the choice of cost function and the gate set. We will discuss this more in Section 5.
In some cases we might not have very fine control of the cost of output circuit using cost vector. In the worst case cost vector will allows us to control the cost of the output circuit up to multiplicative factor. In this situation we can use the following strategy to improve the cost of output

- In Step 1 make a request for several cost vectors
- In Step 2 for each cost vector request several quaternions that achieve required quality of approximation
- In Step 4 try to optimize final circuits using rewriting rules for gate set $\mathcal{G}$ and pick the ones with minimal cost. Rewriting rules for the gate set $\mathcal{G}$ can be obtained using exact synthesis framework [44].

More formally the problem we are solving on Step 2 in Fig. 1 is the following:
Problem 1.4. (Quaternion approximation problem, QAP). Given
(1) A quaternion gate set specification $\left\langle F, \sigma, a, b, \mathcal{M}, S=\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{M}\right\}\right\rangle$,
(2) target angle $\varphi$
(3) target precision $\varepsilon$


Figure 1. High level flow of the approximation algorithm.
(4) target cost vector $\left(L_{1}, \ldots, L_{M}\right)$ satisfying

$$
L_{1} \log N\left(\mathfrak{p}_{1}\right)+\ldots+L_{M} \log N\left(\mathfrak{p}_{M}\right)-4 \log (1 / \varepsilon) \in\left[C_{\min }, C_{\max }\right]
$$

where constants $C_{\min }, C_{\max }$ depend only on the quaternion gate set specification.
Find $q$ from the generalized Lipschitz order (see Section 2.4) in quaternion algebra $\left(\frac{a, b}{F}\right)$ such that $\operatorname{nrd}(q) \mathbb{Z}_{F}=\mathfrak{p}_{1}^{L_{1}} \ldots \mathfrak{p}_{M}^{L_{M}}$ and $\left\|R_{z}(\varphi)-U_{q}\right\| \leq \varepsilon$, where $\|U\|=\frac{1}{2} \sqrt{\operatorname{Tr}\left(U U^{\dagger}\right)}$.

The polynomial time algorithm (in $\log (1 / \varepsilon)$ ) for QAP gives us polynomial time algorithm for solving unitary approximation problem for gate sets that can be described by totally quaternion algebra. The circuit for $U_{q}$ can be found in time polynomial in $L_{1}, \ldots, L_{M}$ using exact synthesis algorithm from [44]. The cost of the resulting circuit is a linear function in $L_{1}, \ldots, L_{M}$ and therefore we can solve UAP with cost bound function that is in $\Theta(\log (1 / \varepsilon))$. Next we go through the basic definitions needed to describe our solution to QAP.

## 2. Basic results and definitions

2.1. Using quaternions to represent unitaries. Let $F$ be a totally real number field of degree $d$. Let $\sigma_{1}, \ldots, \sigma_{d}$ be embeddings of $F$ into $\mathbb{R}$. Let $\mathbb{Z}_{F}$ be a ring of integers of $F$. Let $a, b$ be two totally negative elements of $\mathbb{Z}_{F}$. In other words for all $k=1, \ldots, d$ we have $\sigma_{k}(a)<0, \sigma_{k}(b)<0$. We next consider a quaternion algebra $Q=\left(\frac{a, b}{F}\right)$ given by

$$
Q=\left\{a_{0}+a_{1} \boldsymbol{i}+a_{2} \boldsymbol{j}+a_{3} \boldsymbol{k}: a_{0}, a_{1}, a_{2}, a_{3} \in F\right\}
$$

where $\boldsymbol{i}^{2}=a, \boldsymbol{j}^{2}=b$ and $\boldsymbol{k}=\boldsymbol{i j}=-\boldsymbol{j} \boldsymbol{i}$. The fact that $a, b$ are totally negative implies that $Q$ is totally definite quaternion algebra. The conjugate of a quaternion $q=a_{0}+a_{1} \boldsymbol{i}+a_{2} \boldsymbol{j}+a_{3} \boldsymbol{k}$ is
defined as $q^{*}=a_{0}-a_{1} \boldsymbol{i}-a_{2} \boldsymbol{j}-a_{3} \boldsymbol{k}$. The reduced norm nrd and reduced trace trd are defined as

$$
\operatorname{nrd}(q)=q q^{*}, \operatorname{trd}(q)=q+q^{*}
$$

Let $\sigma=\sigma_{1}$ be a fixed embedding that we will use to construct unitaries out of quaternions. We first define a homomorphism from quaternion algebra into the algebra of complex $2 \times 2$ matrices as follows:

$$
\begin{align*}
h(q) & =h\left(a_{0}+a_{1} \boldsymbol{i}+a_{2} \boldsymbol{j}+a_{3} \boldsymbol{k}\right) \\
& =\sigma\left(a_{0}\right) I+\sigma\left(a_{1}\right) \sqrt{\sigma(a)} Z+\sigma\left(a_{2}\right) \sqrt{\sigma(b)} Y+\sigma\left(a_{3}\right) \sqrt{-\sigma(b) \sigma(a)} X \tag{2}
\end{align*}
$$

Here $I, X, Y, Z$ are the four Pauli matrices. Note that $h$ has additional nice properties:

$$
\operatorname{det}(h(q))=\sigma(\operatorname{nrd}(q)), \operatorname{Tr}(h(q))=\sigma(\operatorname{trd}(q))
$$

To construct special unitaries out of quaternions we use the following mapping:

$$
\begin{equation*}
U(q)=\frac{h(q)}{\sqrt{\operatorname{det}(h(q))}}=\frac{h(q)}{\sqrt{\sigma(\operatorname{nrd}(q))}} \tag{3}
\end{equation*}
$$

Note that for any non-zero $\alpha$ from $F$ we have the following

$$
U(\alpha q)=\frac{\sigma(\alpha)}{|\sigma(\alpha)|} U(q)= \pm U(q)
$$

Let us now study the structure of image of $U(q)$ in more details. We will express this structure using a number field that can be embedded into $Q$. Let $K=F(\sqrt{a})$ be a totally imaginary extension of $F$ of degree 2. Such number fields $K$ are called CM fields [74]. This is ensured by the condition that $\sigma_{k}(a)<0, k=1, \ldots, d$. Let $\beta$ be an element of $K$ such that $\beta^{2}-a=0$. The degree of the field $K$ is $2 d$ and there are $2 d$ embeddings of $K$ into $\mathbb{C}$. Each element of $K$ can be represented as $a_{0}+a_{1} \beta$ where $a_{0}$ and $a_{1}$ are from $F$. We can define $2 d$ embeddings of $K$ into $\mathbb{C}$ as following:

$$
\begin{aligned}
\sigma_{k,+}\left(a_{0}+a_{1} \beta\right) & =\sigma_{k}\left(a_{0}\right)+i \sigma_{k}\left(a_{1}\right) \sqrt{\left|\sigma_{k}(a)\right|} \\
\sigma_{k,-}\left(a_{0}+a_{1} \beta\right) & =\sigma_{k}\left(a_{0}\right)-i \sigma_{k}\left(a_{1}\right) \sqrt{\left|\sigma_{k}(a)\right|}
\end{aligned}
$$

Futher we will use notation $\sigma$ for $\sigma_{1,+}$ which is in agreement with $\sigma=\sigma_{1}$ for elements of $F$ because for $a_{0}$ from $F$ we have $\sigma_{k, \pm}\left(a_{0}\right)=\sigma_{k}\left(a_{0}\right)$.
Each element of the quaternion algebra

$$
q=a_{0}+a_{1} \boldsymbol{i}+a_{2} \boldsymbol{j}+a_{3} \boldsymbol{k}=\left(a_{0}+a_{1} \boldsymbol{i}\right)+\left(a_{2}+a_{3} \boldsymbol{i}\right) \boldsymbol{j}
$$

can be mapped to two elements of $K$ in the following way:

$$
\begin{equation*}
e_{1}(q)=a_{0}+\beta a_{1}, e_{2}(q)=a_{2}+a_{3} \beta \tag{4}
\end{equation*}
$$

Conversely, the map $e_{1}^{-1}$ describes an embedding of $K$ into quaternion algebra $Q$. Note that now homomorphism $h(q)$ can be written as:

$$
h(q)=\left(\begin{array}{cc}
\sigma\left(e_{1}(q)\right) & \sigma\left(e_{2}(q)\right) \sqrt{|\sigma(b)|}  \tag{5}\\
-\sigma\left(e_{2}(q)\right)^{*} \sqrt{|\sigma(b)|} & \sigma\left(e_{1}(q)\right)^{*}
\end{array}\right) .
$$

Using this notation we also have that:

$$
\sigma(\operatorname{nrd}(q))=\left|\sigma\left(e_{1}(q)\right)\right|^{2}+\left|\sigma(b) \| \sigma\left(e_{2}(q)\right)\right|^{2}
$$

Or in other words, in terms of relative norm $N_{K / F}$ we have:

$$
\operatorname{nrd}(q)=N_{K / F}\left(e_{1}(q)\right)-b N_{K / F}\left(e_{2}(q)\right)
$$

For any CM field we can define an automorphism * $: K \rightarrow K$ which is called complex conjugation and which has the following properties:

$$
\begin{aligned}
\sigma_{k, \pm}\left(\left(a_{0}+a_{1} \beta\right)^{*}\right) & =\sigma_{k, \pm}\left(a_{0}+a_{1} \beta\right)^{*} \\
\left(a_{0}+a_{1} \beta\right)^{*} & =a_{0}-a_{1} \beta
\end{aligned}
$$

Using it we can express our relative norm $N_{K / F}(x)=x x^{*}$ and see that $\sigma_{k}\left(N_{K / F}(x)\right)=\left|\sigma_{k, \pm}\left(a_{0}+a_{1} \beta\right)\right|^{2}$. In addition we have that

$$
e_{1}(q)^{*}=e_{1}\left(q^{*}\right), e_{1}^{-1}(q)^{*}=e_{1}^{-1}\left(q^{*}\right)
$$

2.2. Distance to $R_{z}$ rotations. The distance functions that we use for unitaries are

$$
\begin{equation*}
\rho(U, V)=\sqrt{1-\frac{\left|\operatorname{Tr}\left(U V^{\dagger}\right)\right|}{2}}, d_{2}(U, V)=\frac{1}{2} \sqrt{\operatorname{Tr}\left((U-V)(U-V)^{\dagger}\right)} \tag{6}
\end{equation*}
$$

Our notation for $R_{z}$ is the following:

$$
R_{z}(\varphi)=e^{-\frac{i \varphi}{2} Z}=\left(\begin{array}{cc}
e^{-i \varphi / 2} & 0  \tag{7}\\
0 & e^{i \varphi / 2}
\end{array}\right)
$$

Let us now further analyze the distance between $R_{z}(\varphi)$ and unitary $U_{q}$ for a given quaternion $q$ :

$$
\rho\left(R_{z}(\varphi), U_{q}\right)=\rho\left(R_{z}(\varphi), \frac{h(q)}{R}\right)
$$

where $R=\sqrt{\sigma(\operatorname{nrd}(q))}$ and $h(q)$ is defined by Equation 2. We can further rewrite it as:

$$
\rho\left(R_{z}(\varphi), \frac{1}{R}\left(\begin{array}{cc}
z & -w^{*} \\
w & z^{*}
\end{array}\right)\right)
$$

where $z=\sigma\left(e_{1}(q)\right), w=-\sigma\left(e_{1}(q)\right)^{*} \sqrt{|\sigma(b)|}$ and $|x|^{2}+|y|^{2}=R^{2}$. Now we are going to solve the inequalities:

$$
\begin{align*}
& \rho\left(R_{z}(\varphi), \frac{1}{R}\left(\begin{array}{cc}
z & -w^{*} \\
w & z^{*}
\end{array}\right)\right) \leq \varepsilon  \tag{8}\\
& d_{2}\left(R_{z}(\varphi), \frac{1}{R}\left(\begin{array}{cc}
z & -w^{*} \\
w & z^{*}
\end{array}\right)\right) \leq \varepsilon \tag{9}
\end{align*}
$$

Inequalities above do not constrain $w$. Introducing $z_{0}=R\left(1-\varepsilon^{2}\right) e^{-i \varphi / 2}$ inequality (8) simplifies to the following two inequalities:

$$
\operatorname{Re}\left(\left(z-z_{0}\right) e^{i \varphi / 2}\right) \geq 0 \text { or } \operatorname{Re}\left(\left(z+z_{0}\right) e^{i \varphi / 2}\right) \leq 0
$$

and inequality (9) simplifies to

$$
\operatorname{Re}\left(\left(z-z_{0}\right) e^{i \varphi / 2}\right) \geq 0
$$

In additon, the fact that $U_{q}$ is a unitary matrix implies that $|z| \leq R$. See Figure 2 for the visualization of the solution regions. We summarize result of the section in the following proposition:

Proposition 2.1. Let $q=e_{1}^{-1}\left(z_{1}\right)+e_{2}^{-1}\left(z_{2}\right)$ and let $\sigma_{1,+}\left(z_{1}\right)$ belong to the following set

$$
\left\{z \in \mathbb{C}: \operatorname{Re}\left(\left(z-z_{0}\right) e^{i \varphi / 2}\right) \geq 0,|z| \leq R\right\}
$$

(blue region on Fig. 2) where $z_{0}=R\left(1-\varepsilon^{2}\right) e^{-i \varphi / 2}$ and $R=\sqrt{\sigma_{1}(\operatorname{nrd}(q))}$. Then $d_{2}\left(U_{q}, R_{z}(\varphi)\right) \leq \varepsilon$ and $\rho\left(U_{q}, R_{z}(\varphi)\right) \leq \varepsilon$.


Figure 2. Colored regions correspond to complex numbers $z$ that satisfy inequality 8 and $|z| \leq R$ given parameters $\varphi, \varepsilon, R$. The blue region corresponds to complex numbers $z$ that satisfy inequality 9 and $|z| \leq R$. The vertical axis is $\operatorname{Im}(z)$ and the horizontal axis is $\operatorname{Re}(z)$.
2.3. Exact synthesis results for totally definite quaternion algebras. We recall several definitions about rings, ideals, orders, and quaternions that are required to study a special case of [44], namely the case of totally definite quaternion algebras. We closely follow Section 2 of [44]. For further references to the literature and other facts used in the following we refer to the reference section of [44]. Other good references on the topic include [30, 37, 45, 60, 71].
Let $Q$ be a quaternion algebra over number field $F$ (defined in Section 2.1). A $\mathbb{Z}_{F}$-lattice $I$ is finitely generated $\mathbb{Z}_{F}$-submodule of $Q$ such that $F I=Q$. In other words $I$ has a full rank in $Q$. An order $\mathcal{O}$ is a $\mathbb{Z}_{F}$-lattice that is a subring of $Q$. An order is a maximal order if it is not properly contained in any other order. There is a right and left order associated with any $\mathbb{Z}_{F}$ lattice $I$ defined as

$$
\mathcal{O}_{R}(I)=\{q \in Q: I q \subset I\}, \mathcal{O}_{L}(I)=\{q \in Q: q I \subset I\} .
$$

When we want to emphasize that $I$ has particular right and left order we call $I$ right- $\mathcal{O}_{R}(I)$ fractional ideal or left- $\mathcal{O}_{L}(I)$ fractional ideal. A fractional right- $\mathcal{O}$ ideal is a normal ideal if the order $\mathcal{O}$ is a maximal order. Note that, order $\mathcal{O}_{R}(I)$ is maximal if and only if $\mathcal{O}_{L}(I)$ is maximal. All normal ideals are invertible. A normal ideal $I$ is principal if $I=q \mathcal{O}_{R} I$ for some $q$ from $Q$.
A normal ideal $I$ is two sided $\mathcal{O}$-ideal if $\mathcal{O}_{R}(I)=\mathcal{O}_{L}(I)=\mathcal{O}$. The principal two sided $\mathcal{O}$-ideals form a subgroup of the group of all two sided $\mathcal{O}$-ideals (under multiplication). The quotient of the group of all two sided $\mathcal{O}$ ideals modulo principal two sided $\mathcal{O}$-ideals is the two-sided ideal class group of $\mathcal{O}$. It is known that the two sided ideal class group of $\mathcal{O}$ is always finite. The two sided class number of $Q$ is the size of the two-sided ideal class group of any maximal order of
$Q$. It known that the size of two-sided ideal class group is independent on the choice of maximal order $\mathcal{O}$. Here we restrict our attention to the special case of results from [44] for totally definite quaternion algebras with two sided class number 1. All examples considered in this paper has this property.
Let $\operatorname{disc}\left(q_{1}, \ldots, q_{4}\right)=\operatorname{det}\left(\operatorname{trd}\left(q_{i} q_{j}\right)_{i, j=1, \ldots, 4}\right)$. The discriminant of an order $\mathcal{O}$ is $\mathbb{Z}_{F}$ ideal generated by the set

$$
\left\{\operatorname{disc}\left(q_{1}, \ldots, q_{4}\right): q_{1}, \ldots, q_{4} \in \mathcal{O}\right\}
$$

It turns out that the discriminant always is a square. Its square root is the reduced discriminant denoted by $\operatorname{disc}(\mathcal{O})$. All maximal orders in quaternion algebra $q$ has the same discriminant. The reduced norm of $\mathbb{Z}_{F}$ lattice $I$ is $\mathbb{Z}_{F}$ ideal $\operatorname{nrd}(I)$ generated by $\{\operatorname{nrd}(q): q \in I\}$.
The unit group $\mathcal{O}^{\times}$of $\mathcal{O}$ is $\left\{q \in \mathcal{O}: \operatorname{nrd} q \in \mathbb{Z}_{F}^{\times}\right\}$where $\mathbb{Z}_{F}^{\times}$is a unit group of $\mathbb{Z}_{F}$. For orders in totally definite quaternion algebras the quotient group $\mathcal{O}^{\times} / \mathbb{Z}_{F}^{\times}$is always finite. The normalizer of order $\mathcal{O}$ is the set

$$
\operatorname{Normalizer}(\mathcal{O})=\left\{q \in \mathcal{O}: q \mathcal{O} q^{-1}=\mathcal{O}\right\}
$$

which is a monoid under under multiplication. For totally definite quaternion algebras the quotient Normalizer $(\mathcal{M}) / \mathbb{Z}_{F}$ (considered as a quotient of two monoids) is finite similarly to $\mathcal{O}^{\times} / \mathbb{Z}_{F}^{\times}$.
We say that $\operatorname{nrd}(q)$ is supported on the set $S$ of primes ideals of $\mathbb{Z}_{F}$ if:

$$
\begin{equation*}
\operatorname{nrd}(q) \mathbb{Z}_{F}=\prod_{\mathfrak{p} \in S} \mathfrak{p}^{v(q, \mathfrak{p})} \tag{10}
\end{equation*}
$$

We also recall that map $T_{2}: F \rightarrow \mathbb{R}^{+}$is defined as:

$$
\begin{equation*}
T_{2}(x)=\sum_{k=1}^{d} \sigma_{k}^{2}(x) \tag{11}
\end{equation*}
$$

We have now all definitions in place to state the special case of the one of main results of [44] (Theorem 3.18) for totally definite quaternion algebras with two sided class number 1.

Theorem 2.2. Let $Q$ be a totally definite quaternion algebra over totally real number field $F$ with two sided class number one, let $\mathcal{M}$ be a maximal order in $Q$, let $S=\left(\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{M}\right)$ be a finite set of prime ideals of $\mathbb{Z}_{F}$. There exists set $\operatorname{gen}_{S}(\mathcal{M})$ such that every quaternion $q$ from the set

$$
\mathcal{M}_{S}=\{q \in \mathcal{M}: \operatorname{nrd}(q) \text { is supported on } S\}
$$

can be written as the product $q_{1} \ldots q_{n} q_{\mathrm{rem}}$ where $q_{1}, \ldots, q_{n}$ are from $\operatorname{gen}_{S}(\mathcal{M})$ and $q_{\mathrm{rem}}$ is from Normalizer $(\mathcal{M})$. If all ideals from $S$ do not divide $\operatorname{disc}(\mathcal{M})$ then $q_{\mathrm{rem}}$ is from $\mathcal{M}^{\times}$.
There exist algorithms for deciding if the set $\operatorname{gen}_{S}(\mathcal{M})$ is finite and computing it if this is the case. There is also an algorithm for finding factorization $q_{1} \ldots q_{n} q_{r}$ in time polynomial in $\log T_{2}(\operatorname{nrd}(q))$.

To find the factorization we essentially do trial division of $q$ by elements of $\operatorname{gen}_{S}(\mathcal{M})$ and greedily reduce values $v(\mathfrak{p}, q)$ in equation (10) on each step. We perform trial-division step until we are left with an element of $\operatorname{Normalizer}(\mathcal{M})$. The map $U_{q}$ discussed in Section 2.1 depends only on $q_{r} / F^{\times}$ up to a sign, therefore there is only finitely many possible unitaries $U_{q_{r}}$. The canonical gate set corresponding to $\mathcal{M}_{S}$ is

$$
\mathcal{G}_{\mathcal{M}, S}^{\star}=\operatorname{gen}_{S}(\mathcal{M}) \cup \operatorname{Normalizer}(\mathcal{M}) / \mathbb{Z}_{F} \cup\{-1\} .
$$

The main difficulty of the exact synthesis of quaternions and unitaries is computing $\operatorname{gen}_{S}(\mathcal{M})$ such that described simple trial division algorithm works. For specific examples illustrating the above definitions, our approximation and exact synthesis algorithms we refer the reader to Section 5.

The canonical cost function for $U_{q}$ can be defined using $v(q, \mathfrak{p})$ (see Equation 10) as:

$$
c_{\text {canonical }}\left(U_{q}\right)=\min _{q^{\prime} \in \mathcal{M}_{S}: U_{q}=U_{q^{\prime}}} \operatorname{cost}\left(q^{\prime}\right), \text { where } \operatorname{cost}(q)=\sum_{\mathfrak{p} \in S, \mathfrak{p} \nmid \operatorname{disc}(\mathcal{M})} v(q, \mathfrak{p})
$$

As we will discuss in more details in Section 5, the canonical cost function corresponds to the $T$-count for Clifford $+T$ case and to the $V$-count for $V$-basis case. The cost vector $\left(L_{1}, \ldots, L_{M}\right)$ of quaternion $q$ is equal to $\left(v\left(q, \mathfrak{p}_{1}\right), \ldots, v\left(q, \mathfrak{p}_{M}\right)\right)$. Given the cost vector it is always possible to upper bound $c_{\text {canonical }}\left(U_{q}\right)$ as:

$$
c_{\text {canonical }}\left(U_{q}\right) \leq \operatorname{cost}(q)=\sum_{k=1, \ldots, M: \mathfrak{p}_{k} \nmid \mathrm{disc}(\mathcal{M})} L_{k} .
$$

For the decomposition $q=q_{1} \ldots q_{n} q_{r}$ described in the Theorem 2.2 we have $\operatorname{cost}(q)=\sum_{k=1}^{n} \operatorname{cost}\left(q_{k}\right)$. This also implies that the length of the circuit corresponding to $U_{q}$ can be upper bounded by the function linear in cost vector $\left(L_{1}, \ldots, L_{M}\right)$.
2.4. Generalized Lipschitz order. The Lipschitz order $L$ in the quaternion algebra $\left(\frac{-1,-1}{\mathbb{Q}}\right)$ can be expressed in the following way:

$$
L=e_{1}^{-1}(\mathbb{Z}[i])+e_{2}^{-1}(\mathbb{Z}[i])=\mathbb{Z}+\mathbb{Z} \boldsymbol{i}+\mathbb{Z} \boldsymbol{j}+\mathbb{Z} \boldsymbol{k}
$$

where $\mathbb{Z}[i]$ is a maximal order of $\mathbb{Q}(\sqrt{-1})$. For the definition of $e_{1}, e_{2}$ see eq. (4) in Section 2.1. We generalize this construction to arbitrary totally definite quaternion algebra. Let $\mathbb{Z}_{K}$ be a ring of integers of $K$. It is a two dimensional $\mathbb{Z}_{F}$ module, therefore it has a $\mathbb{Z}_{F}$ pseudo basis and can be written (in modified Hermite Normal Form, see Section 1.5, or Corollary 2.2.9 in [16]) as:

$$
\mathbb{Z}_{K}=\mathbb{Z}_{F}+\gamma I
$$

where $I$ is integral $\mathbb{Z}_{F}$ ideal and $\gamma$ an element of $K$ such that $1, \gamma$ is a $F$-basis of $K$.
We define the generalized Lipschitz order as:

$$
\begin{align*}
L & =e_{1}^{-1}\left(\mathbb{Z}_{K}\right)+e_{2}^{-1}\left(\mathbb{Z}_{K}\right) \\
L & =\mathbb{Z}_{F}+e_{1}^{-1}(\gamma) I+\mathbb{Z}_{F} \boldsymbol{j}+e_{1}^{-1}(\gamma) \boldsymbol{j} I \tag{12}
\end{align*}
$$

2.5. Lattices. In the paper we use lattices related a) to the ring of integers $\mathbb{Z}_{K}$ of CM field $K$, b) to ideals in $\mathbb{Z}_{K}$, and c) to the unit group of a the totally real subfield of $F$ of $K$. We briefly recall here the necessary definitions related to integer lattices. More detailed discussion of the definitions and related results can be found in [51].
Let $B=\left\{b_{1}, \ldots, b_{n}\right\}$ be a set of linearly-independent vectors in $\mathbb{R}^{m}$, where $m \geq n$. The discrete group $\mathcal{L}(B)=B\left(\mathbb{Z}^{n}\right)=\mathbb{Z} b_{1}+\ldots+\mathbb{Z} b_{n}$ is called the integer lattice of rank $n$ with basis $B$. Let $\operatorname{span}(\mathcal{L})=\mathbb{R} \mathcal{L}$ be the real span of an $n$-dimensional lattice $\mathcal{L}$ and write $\operatorname{span}(\mathcal{L}(B))=\operatorname{span}(B)$. A subset $\mathcal{F} \subset \operatorname{span}(\mathcal{L})$ is called a fundamental domain of the lattice $\mathcal{L}$ if for every vector $t \in \operatorname{span}(\mathcal{L})$ there exists a unique lattice vector $v(t) \in \mathcal{L}$ such that $t-v(t) \in \mathcal{F}$. There are at least two different centrally-symmetric fundamental domains associated with each lattice basis. The centered fundamental parallelepiped $\mathcal{C}(B)$ associated to a lattice basis $B$ is given by the inequalities

$$
\mathcal{C}(B)=B\left[-\frac{1}{2}, \frac{1}{2}\right)^{n}=\left\{B x:-1 / 2 \leq x_{k}<1 / 2, k=1, \ldots, n\right\} .
$$

The second fundamental domain is defined in terms of Gram-Schmidt orthogonalization (GSO) $B^{*}=\left[b_{1}^{*}, \ldots, b_{n}^{*}\right]$ of a lattice basis $B$ :

$$
\begin{align*}
b_{1}^{*} & =b_{1}  \tag{13}\\
b_{i}^{*} & =b_{i}-\sum_{j<i} \mu_{i, j} b_{j}^{*}
\end{align*}
$$

where the orthogonalization coefficients $\mu_{i, j}$ are defined as

$$
\mu_{i, j}=\left\langle b_{i}, b_{j}^{*}\right\rangle /\left\langle b_{j}^{*}, b_{j}^{*}\right\rangle
$$

Note that GSO of a lattice basis is not necessary a basis of $\mathcal{L}(B)$. It is related to the original basis via

$$
B=B^{*}\left(\begin{array}{ccc}
1 & & \mu_{j i} \\
& \ddots & \\
0 & & 1
\end{array}\right)
$$

The centered orthogonalized fundamental parallelepiped $\mathcal{C}\left(B^{*}\right)$ associated to a lattice basis $B$ is given by the inequalities

$$
\mathcal{C}\left(B^{*}\right)=B^{*}\left[-\frac{1}{2}, \frac{1}{2}\right)^{n}=\left\{B^{*} x:-1 / 2 \leq x_{k}<1 / 2, k=1, \ldots, n\right\}
$$

where $B^{*}$ is the Gram-Schmidt orthogonalization of $B$.
For every integer lattice of rank $n>1$ there are infinitely many choices of bases. Indeed, for any transformation $G \in \mathrm{GL}_{n}(\mathbb{Z})$, the basis $B G$ spans the same set of vectors over $\mathbb{Z}$ as the basis $B$. We use $\langle x, y\rangle$ for the standard Euclidean inner product of vectors $x, y \in \mathbb{R}^{m}$, and $\|x\|$ for corresponding norm. Reduced lattice bases obtained using the Lenstra-Lenstra-Lovasz (LLL) [46,54] or Hermite-Korkine-Zolotaroff (HKZ) reduction algorithms allow us to ensure that the sizes of the above fundamental domains are essentially independent of an initial choice of basis, depending on only on the lattice determinant.
Elements of $\mathbb{Z}_{K}$ correspond to $2 d$ dimensional real vectors via map

$$
\begin{gathered}
\boldsymbol{\sigma}: \mathbb{Z}_{K} \rightarrow \mathbb{R}^{2 d} \\
z \mapsto\left(\operatorname{Re}\left(\sigma_{1,+}(z)\right), \operatorname{Im}\left(\sigma_{1,+}(z)\right), \ldots, \operatorname{Re}\left(\sigma_{1,+}(z)\right), \operatorname{Im}\left(\sigma_{1,+}(z)\right)\right)
\end{gathered}
$$

The image $\mathcal{L}$ of $\mathbb{Z}_{K}$ under $\boldsymbol{\sigma}$ is a $2 d$ dimensional integer lattice with associated bilinear form given by $\operatorname{Tr}_{K / \mathbb{Q}}\left(x y^{*}\right)$. Each integral basis of $\mathbb{Z}_{K}$ corresponds to the basis of $\mathcal{L}$. Similarly each $\mathbb{Z}_{K}$ ideal has $\mathbb{Z}$ basis. The images of $\mathbb{Z}_{K}$ ideals under map $\boldsymbol{\sigma}$ correspond to a sublattices of $\mathcal{L}$. Determiant of $\mathcal{L}$ is equal to the discriminant of $\mathbb{Z}_{F}$.

## 3. Approximation algorithm

3.1. High level description of the algorithm. In this section we first give a formal description of the core algorithm of this paper (solving Problem 1.4 and implementing Step 2 on Fig. 1) and give a high level description of ideas behind it. This section is organized as following: each procedure presented in the section is accompanied with the Theorem or Proposition that proves its correctness and bounds on the runtime. In the proofs of the theorems we refer to variables defined in the pseudo-code of the corresponding procedures.
The goal of the rest of the paper is to prove the following theorem:
Theorem 3.1. There exist constants $C_{\min }, C_{\max }$ and an algorithm (the online part of the procedure APPROXIMATE, Fig. 3) that given

Figure 3. High level description of approximation algorithm
Fixed input: $F, \sigma, a, b, S=\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{M}\right\}, P$
$F$ is a totally real number field of degree $d, a, b$ are totally negative elements of $\mathbb{Z}_{F}$ $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{M}$ are prime ideals of $\mathbb{Z}_{F}, P$ is a natural number
Input: $L_{1}, \ldots, L_{M}, \varphi, \varepsilon$
$L_{1}, \ldots, L_{M}$ are natural numbers,
$\varphi$ is a real number that defines $R_{z}(\varphi)$ to be approximated,
real number $\varepsilon$ is the required approximation quality
1: procedure APPROXIMATE
Offline:
$\begin{array}{llr}\text { 2: } & C_{\min }, C_{\max } \leftarrow \text { RANDOM-INTEGER-POINT }\left(\mathbb{Z}_{K}\right) & \triangleright \text { See Fig. } 7 \\ \text { 3: } & \text { IS-EASSLY-SOLVABLE }\left(F, \mathbb{Z}_{F}, P\right) & \triangleright \text { See Fig. } 10 \\ \text { 4: } & \text { return } C_{\text {min }}, C_{\max } & \\ \text { Sperificats }\end{array}$
Specification: $C_{\min }, C_{\max }$ are real numbers; contstants defining the quality of the approximation Online:
5: $\quad$ assert $L_{1} \log N\left(\mathfrak{p}_{1}\right)+\ldots+L_{M} \log N\left(\mathfrak{p}_{M}\right)-4 \log (1 / \varepsilon) \in\left[C_{\min }, C_{\max }\right]$
6: $\quad$ NORM-EXISTS, $r \leftarrow$ SUITABLE-Q-NORM $\left(L_{1}, \ldots, L_{M}, \varepsilon\right) \quad \triangleright$ See Fig. 4
7: $\quad$ Solution-found $\leftarrow$ FALSE
8: while not Solution-found do
9: $\quad z_{1} \leftarrow$ RANDOM-INTEGER-POINT $(\varphi, \varepsilon, r) \quad \triangleright$ See Fig. 7
10: $\quad e \leftarrow\left(r-z_{1} z_{1}^{*}\right) /(-b)$
11: if $e \in \mathbb{Z}_{F}$ and IS-EASILY-SOLVABLE $(e)$ then $\quad \triangleright$ See Fig. 10
12: $\quad$ Solution-found, $z_{2} \leftarrow$ FAST-SOLVE-NORM-EQ $(e) \quad \triangleright$ See Fig. 11
13: end if
14: end while
return $q=e_{1}^{-1}\left(z_{1}\right)+e_{2}^{-1}\left(z_{2}\right) \quad \triangleright \operatorname{nrd}(q)=r$
end procedure
Output: Quaternion $q$ from generalized Lipshitz order, such that

$$
\rho\left(U_{q}, R_{z}(\varphi)\right) \leq \varepsilon, \operatorname{nrd}(q) \mathbb{Z}_{F}=\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}
$$

- quaternion gate set specification (see Definition 1.2),
- real numbers $\varphi$ and $\varepsilon \in(0,1 / 2)$,
- cost vector $\left(L_{1}, \ldots, L_{M}\right)$,
such that
- narrow class of $\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$ is trivial and
- $L_{1} \log \left(N\left(\mathfrak{p}_{1}\right)\right)+\ldots+L_{M} \log \left(N\left(\mathfrak{p}_{M}\right)\right)-4 \log (1 / \varepsilon) \in\left[C_{\min }, C_{\max }\right]$
finds quaternion $q$ from the generalized Lipschitz order such that $\operatorname{nrd}(q) \mathbb{Z}_{F}=\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$ and $d_{2}\left(U_{q}, R_{z}(\varphi)\right) \leq \varepsilon$. Constants $C_{\min }, C_{\max }$ depend only on the quaternion gate set specification and can be computed in advance (by the offline part of procedure APPROXIMATE, Fig. 3). The runtime of the algorithm is on average polynomial in $\log (1 / \varepsilon)$ under the Conjecture 3.8.

Before looking at details of the algorithm on Fig. 3 let us discuss the convention we use for all pseudo-code shown in the paper. All procedures have offline and online part. The offline part of all procedures have to be executed only once for given quaternion gate set specification. Its input
we denote by words Fixed input. For example, for procedure APPROXIMATE the fixed input consists of the most part of quaternion gate set specification (see Definition 1.2) and technical parameter $P$ related to the method for solving relative norm equation. The output of the offline part of the procedure we denote by term Specification. For example, in the case of procedure APPROXIMATE, the output of the offline part is the additive constant defining the quality of approximation.
The online part of all procedures is executed for each instance of the approximation problem we are solving. The instance of the problem is defined by angle $\varphi$, target precision $\varepsilon$ and target cost vector $\left(L_{1}, \ldots, L_{M}\right)$. These are precisely the inputs for the online part of procedure APPROXIMATE. The input to the online part of each procedure we denote by word Input. An online part of each procedure uses results of computations done in offline part. Naturally, any offline part can not depend on the results of online computation. The output of online part of each procedure is denoted by word Output. In our complexity analysis we are mainly concerned with the online part and show that the online part of procedure APPROXIMATE has polynomial runtime on average under a certain number theoretic conjecture. In Section 5 we provide the runtime of both online and offline parts for some examples and demonstrate that offline part is not prohibitively expensive for instances of the problem interesting for applications. Let us now discuss the online part of procedure APPROXIMATE in more details.

The algorithm shown on Fig. 3 finds a quaternion $q$ from the generalized Lipschitz order that has two following properties:
(1) $d_{2}\left(U_{q}, R_{z}(\varphi)\right) \leq \varepsilon$,
(2) $\operatorname{nrd}(q) \mathbb{Z}_{F}=\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$.

As we discussed in Section 2.4 each quaternion $q$ from the generalized Lipschitz order can be represented using two elements $z_{1}, z_{2}$ of the ring of integers $\mathbb{Z}_{K}$ of the CM-field $K$ in the following way:

$$
q=e_{1}^{-1}\left(z_{1}\right)+e_{2}^{-1}\left(z_{2}\right)
$$

As discussed in Section 2.2, the distance $d_{2}\left(U_{q}, R_{z}(\varphi)\right)$ depends only on $z_{1}$. For this reason, in our algorithm we first pick $z_{1}$ (procedure RANDOM-INTEGER-POINT, line 9 in Fig. 3) such that condition (1) above is satisfied and then find $z_{2}$ (procedure FAST-SOLVE-NORM-EQ, line 12 in Fig. 3) such that condition (2) is also satisfied.
Procedure FAST-SOLVE-NORM-EQ solves the relative norm equation $N_{K / F}\left(z_{2}\right)=z_{2} z_{2}^{*}=e$ in the relative extension $K / F$ for a special class of right hand sides $e$. There are two challenges related to this procedure. First, the solution does not always exist for arbitrary right hand side $e$. Second, solving the arbitrary instance of the norm equation (for fixed extension $K / F$ ) can be as hard as factoring. We address both these challenges. First, we identify the necessary conditions on the right hand side $e$ of the equation to be solvable. Second, we identify the set of right hand sides $e$ for which the equation can be solved in probabilistic polynomial time (using procedure IS-EASILY-SOLVABLE, line 11, in Fig. 3) and attempt to solve the equation only for such right hand sides. The claim that our algorithm works in polynomial time is conditional on the conjecture discussed in Section 3.5 that the procedure IS-EASILY-SOLVABLE returns true with probability $O(1 / \log (1 / \varepsilon))$. For more details on this see Section 4. We adopt ideas used to solve principal ideal problem in [37] and show how to use LLL algorithm to solve the relative norm equation efficiently.
The necessary condition for the norm equation to be solvable is that for all embeddings $\sigma_{k}$ of $F$ into $\mathbb{R}$ it must be the case that $\sigma_{k}(e)>0$ (for $k=1, \ldots, d$ ). Procedure RANDOM-INTEGERPOINT, line 9 in Fig. 3 returns $z_{1}$ such that these conditions are satisfied together with condition $d_{2}\left(U_{q}, R_{z}(\varphi)\right) \leq \varepsilon$. Recall, that we can associate an integer lattice $\mathcal{L}$ with $\mathbb{Z}_{K}$ (see Section 2.5).

Essentially, procedure RANDOM-INTEGER-POINT samples lattice points from the following convex subset of $\mathbb{R}^{2 d}$ :

$$
\begin{equation*}
S_{r, \varphi, \varepsilon}=\left\{x \in \mathbb{R}^{2 d}: \operatorname{Re}\left(\left(x_{1}+i x_{2}-z_{0}^{r, \varphi, \varepsilon}\right) e^{-i \varphi / 2}\right) \geq 0,\left|x_{2 k}+i x_{2 k+1}\right|^{2} \leq \sigma_{k}(r)\right\} \tag{14}
\end{equation*}
$$

where $z_{0}^{r, \varphi, \varepsilon}=\sqrt{\sigma_{1}(r)}\left(1-\varepsilon^{2}\right) e^{-i \varphi / 2}$. See Fig. 2 for the visualization of the projection of the set above. The geometry of the set $S_{r, \varphi, \varepsilon}$ is determined by the reduced norm $r$ of the quaternion output by procedure APPROXIMATE. We have a freedom in choosing $r$ up to a unit of $\mathbb{Z}_{F}$. We use it to find $r$ such that we can sample lattice points from $S_{r, \phi, \varepsilon}$ in time that is logarithmic in the volume of $S_{r, \varphi, \varepsilon}$. Such $r$ is found by procedure SUITABLE-Q-NORM (line 6 in Fig. 3).
Before proceeding to the proof of Theorem 3.1 we state results that we will prove later in the paper and are using in our proof.

Theorem 3.2. There exist real numbers $p_{0}, M$ and vectors $R^{\min }, R^{\max }$ from $(0, \infty)^{d}$ (computed in the offline part of RANDOM-INTEGER-POINT procedure, Fig. 7) such that for any real number $\varphi$, real number $\varepsilon \in(0,1 / 2)$ and totally positive $r$ from $\mathbb{Z}_{F}$ such that:

$$
\sqrt{\sigma_{1}(r)} \varepsilon^{2} / 4 \in\left[R_{1}^{\min }, R_{1}^{\max }\right], \sqrt{\sigma_{k}(r)} \in\left[R_{k}^{\min }, R_{k}^{\max }\right] \text { for } k=2, \ldots, d
$$

there is an element $z$ from $\mathbb{Z}_{F}$ such that $\boldsymbol{\sigma}(z)$ is in $S_{r, \varphi, \varepsilon}$ (see Equation (14)). Procedure RANDOM-INTEGER-POINT runs in time polynomial in $\log (1 / \varepsilon)$ and returns each element of the set

$$
\begin{equation*}
\operatorname{Cand}_{r, \varphi, \varepsilon}=\left\{z \in \mathbb{Z}_{K}: \boldsymbol{\sigma}(z) \in S_{r, \varphi, \varepsilon}\right\} \tag{15}
\end{equation*}
$$

with probability at least $p_{0} /\left|\operatorname{Cand}_{r, \varphi, \varepsilon}\right|$. The size of the set $\operatorname{Cand}_{r, \varphi, \varepsilon}$ belongs to the interval

$$
\left[2 \sqrt{4-\varepsilon^{2}} / \varepsilon,\left(4 \sqrt{4-4 \varepsilon^{2}} / \varepsilon+2\right) M\right]
$$

The proof of Theorem 3.2 and can be found in Section 3.3 on Page 22.
Theorem 3.3. Given vector $R^{\min }$ from $(0, \infty)^{d}$, there exists constants $C_{\min }, C_{\max }$ and vector $R^{\max }$ (computed by the offline part of SUITABLE-Q-NORM procedure, Fig. 4) such that for all non-negative integers $L_{1}, \ldots, L_{M}$ and a positive real number $\varepsilon \in(0,1)$ satisfying:

$$
L_{1} \log N\left(\mathfrak{p}_{1}\right)+\ldots+L_{M} \log N\left(\mathfrak{p}_{M}\right)-4 \log (1 / \varepsilon) \in\left[C_{\min }, C_{\max }\right]
$$

there is an algorithm that decides if narrow class number of ideal $\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$ is trivial. If this is the case the algorithm outputs totally positive element $r$ of $\mathbb{Z}_{F}$ such that $r \mathbb{Z}_{F}=\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$ and

$$
\sqrt{\sigma_{1}(r)} \varepsilon^{2} / 4 \in\left[R_{1}^{\min }, R_{1}^{\max }\right], \sqrt{\sigma_{k}(r)} \in\left[R_{k}^{\min }, R_{k}^{\max }\right] \text { for } k=2, \ldots, d
$$

The algorithm runs in polynomial time in $\log (1 / \varepsilon)$ (see online part of SUITABLE-Q-NORM procedure in Fig. 4).

The informal discussion and the proof of the Theorem 3.3 can be found in Section 3.2 on Page 17.
Theorem 3.4. Given totally positive element e of $F$ there exists an algorithm for testing if the instance of integral relative norm equation in $K / F$

$$
z z^{*}=e, z \in \mathbb{Z}_{K}
$$

can be solved in polynomial time in $\log T_{2}(e)$ (procedure IS-EASILY-SOLVABLE, where $T_{2}(e)=$ $\left.\sum_{k=1}^{d} \sigma_{k}^{2}(e)\right)$. If the test is passed, there exist another algorithm for deciding if the solution exists and finding it that runs in time polynomial in $\log T_{2}(e)$ (procedure FAST-SOLVE-NORM-EQ). Procedure IS-EASILY-SOLVABLE returns true for at least those cases when the ideal $e \mathbb{Z}_{F}$ is prime.

Proof of Theorem 3.1. Let us first prove that output is correct. The norm of the quaternion $q$ we compute on line 15 (Fig. 3) is equal to totally positive element $r$ of $\mathbb{Z}_{F}$ computed on line 6 (Fig. 3). This is because on line 12 (Fig. 3) we find $z_{2}$ such that $r=\operatorname{nrd}(q)=\left|z_{1}\right|^{2}-b\left|z_{2}\right|^{2}$. By Theorem 3.3 the output $r$ of the procedure SUITABLE-Q-NORM (line 6, Fig. 3) satisfies $r \mathbb{Z}_{F}=\operatorname{nrd}(q) \mathbb{Z}_{F}=\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$. According to Theorem 3.2 procedure RANDOM-INTEGERPOINT (line 9, Fig. 3) returns an element $z_{1}$ of $\mathbb{Z}_{K}$ such that

$$
\operatorname{Re}\left(\left(\sigma_{1,+}(z)-z_{0}\right) e^{-i \varphi / 2}\right) \geq 0,\left|\sigma_{1,+}(z)\right| \leq \sqrt{\sigma_{1}(r)}
$$

where $z_{0}=\sqrt{\sigma_{1}(r)}\left(1-\varepsilon^{2}\right) e^{-i \varphi / 2}$. According to Proposition 2.1 this implies that $d_{2}\left(R_{z}(\varphi), U_{q}\right) \leq \varepsilon$. Numbers $z_{1}, z_{2}$ are in $\mathbb{Z}_{F}$ which immediately implies that $q$ is in generalized Lipschitz order (see Section 2.4).
Next, let us show that the restrictions on inputs of all the procedures called within online part of procedure APPROXIMATE are satisfied. Procedure SUITABLE-Q-NORM (line 6, Fig. 3) always succeeds if the narrow class group of $\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$ is trivial and

$$
L_{1} \log N\left(\mathfrak{p}_{1}\right)+\ldots+L_{M} \log N\left(\mathfrak{p}_{M}\right)-4 \log (1 / \varepsilon) \in\left[C_{\min }, C_{\max }\right]
$$

which is required in the statement of the theorem. From Theorem 3.3 we know that procedure SUITABLE-Q-NORM (line 6, Fig. 3) finds $r$ such that:

$$
\sqrt{\sigma_{1}(r)} \varepsilon^{2} / 4 \in\left[R_{1}^{\min }, R_{1}^{\max }\right], \sqrt{\sigma_{k}(r)} \in\left[R_{k}^{\min }, R_{k}^{\max }\right] \text { for } k=2, \ldots, d
$$

therefore procedure RANDOM-INTEGER-POINT always succeeds. Let us show that $e=(r-$ $\left.z_{1} z_{1}^{*}\right) /(-b)$ is totally positive, where $b$ is the parameter from the definition of the quaternion algebra $Q$. Note that $e$ being totally positive is required by procedures IS-EASILY-SOLVABLE (line 11, Fig. 3) and FAST-SOLVE-NORM-EQUATION (line 12, Fig. 3). For all $k=1, \ldots, d$ it the case that

$$
\sigma_{k}(e)=\left(\sigma_{k}(r)-\left|\sigma_{k,+}\left(z_{1}\right)\right|^{2}\right) /-\sigma_{k}(b)
$$

By definition, $b$ is totally negative and $\sigma_{k}(e)>0$ if and only if $\sigma_{k}(r)-\left|\sigma_{k,+}\left(z_{1}\right)\right|^{2}>0$. By Theorem 3.2 the output of procedure RANDOM-INTEGER-POINT (line 9, Fig. 3) satisfies $\left|\sigma_{k,+}\left(z_{1}\right)\right| \leq R_{k}^{\min }$ for $k=2, \ldots, d$. By Theorem 3.3 totally positive element $r$ of $\mathbb{Z}_{F}$ satisfies $R_{k}^{\min } \leq \sqrt{\sigma_{k}(r)}$ for $k=2, \ldots, d$ and therefore $\sigma_{k}(e)>0$ for $k=2, \ldots, d$. We have already shown above that $\left|\sigma_{k,+}\left(z_{1}\right)\right| \leq \sqrt{\sigma_{1}(r)}$ which implies $\sigma_{1}(e)>0$.
It remains to show that our algorithm terminates and runs on average in time polynomial in $\log (1 / \varepsilon)$. Procedure SUITABLE-Q-NORM (line 6, Fig. 3) runs in time polynomial in $\log (1 / \varepsilon)$ by Theorem 3.3. Let us show that all procedures inside the loop run in polynomial time. Procedure RANDOM-INTEGER-POINT runs in polynomial time in $\log (1 / \varepsilon)$ according to Theorem 3.2.
Next we show that the logarithm of

$$
T_{2}(e)=\sum_{k=1}^{d} \sigma_{k}^{2}(e)
$$

is bounded by polynomial in $\log (1 / \varepsilon)$. This implies that procedures IS-EASILY-SOLVABLE and FAST-SOLVE-NORM-EQ run on average in polynomial time according to Theorem 3.4. Indeed we have $\sigma_{k}(e) \leq \sigma_{k}(r) / \sigma_{k}(-b), \sqrt{\sigma_{1}(r)}$ is bounded by $4 R_{1}^{\max } / \varepsilon^{2}$ and $\sqrt{\sigma_{k}(r)}$ are bounded by $R_{k}^{\max }$ for $k=2, \ldots, d$. Finally, arithmetic in the number field (line 10, Fig. 3) can be done in time polynomial in $\log T_{2}\left(z_{1}\right)$ and $\log T_{2}(r)$ [5]. We bound $\log T_{2}\left(z_{1}\right)$ using inequalities $\left|\sigma_{k+1}\left(z_{1}\right)\right|^{2} \leq \sigma_{k}(r)$. We also perform the test $e \in \mathbb{Z}_{F}$ (line 11, Fig. 3). It can be performed in polynomial time in $\log T_{2}(r)$, because it can be reduced to multiplying a vector over $\mathbb{Q}$ with the norm bounded by $C \log T_{2}(r)$ by fixed matrix over $\mathbb{Q}$.

We conclude that procedure APPROXIMATE runs on average in time polynomial in $\log (1 / \varepsilon)$ under the conjecture that the fraction of points in set $\left\{z \in \mathbb{Z}_{K}: \boldsymbol{\sigma}(z) \in S_{r, \varphi, \varepsilon}\right\}$ for which we can reach line 12 (Fig. 3) and successfully find $z_{2}$ scales as $\Omega(\log (1 / \varepsilon))$. This is because according to Theorem 3.2 we sample all points from $\left\{z \in \mathbb{Z}_{K}: \boldsymbol{\sigma}(z) \in S_{r, \varphi, \varepsilon}\right\}$ sufficiently uniformly.
3.2. Picking a suitable quaternion norm. In this subsection we are going to prove the following theorem:

Theorem 3.3. Given vector $R^{\min }$ from $(0, \infty)^{d}$, there exists constants $C_{\min }, C_{\max }$ and vector $R^{\max }$ (computed by the offline part of SUITABLE-Q-NORM procedure, Fig. 4) such that for all non-negative integers $L_{1}, \ldots, L_{M}$ and a positive real number $\varepsilon \in(0,1)$ satisfying:

$$
L_{1} \log N\left(\mathfrak{p}_{1}\right)+\ldots+L_{M} \log N\left(\mathfrak{p}_{M}\right)-4 \log (1 / \varepsilon) \in\left[C_{\min }, C_{\max }\right]
$$

there is an algorithm that decides if narrow class number of ideal $\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$ is trivial. If this is the case the algorithm outputs totally positive element $r$ of $\mathbb{Z}_{F}$ such that $r \mathbb{Z}_{F}=\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$ and

$$
\sqrt{\sigma_{1}(r)} \varepsilon^{2} / 4 \in\left[R_{1}^{\min }, R_{1}^{\max }\right], \sqrt{\sigma_{k}(r)} \in\left[R_{k}^{\min }, R_{k}^{\max }\right] \text { for } k=2, \ldots, d
$$

The algorithm runs in polynomial time in $\log (1 / \varepsilon)$ (see online part of SUITABLE-Q-NORM procedure in Fig. 4).

The proof relies on the following proposition proven in this and the next sections.
Proposition 3.5. Given non-negative integers $L_{1}, \ldots, L_{M}$ there is an algorithm (procedure TOTALLY-POS-GEN, Fig. 5) that decides if ideal $\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$ has a totally positive generator. The algorithm also finds a totally positive generator $r$ of the ideal if it exists. The algorithm runs in time polynomial in $L_{1}, \ldots, L_{M}$ and $\log T_{2}(r)$ is bounded by the function that is linear in $L_{1}, \ldots, L_{M}$.

Proposition 3.6. There exists real numbers $\delta_{0}$ and $\delta_{1}, \ldots, \delta_{d}$ (computed by the offline part of the procedure UNIT-ADJUST, Fig. 9) such that there exists an algorithm (online part of the procedure UNIT-ADJUST, Fig. 9) that for any real numbers $t_{1}, \ldots, t_{d}$ finds a unit $u$ of $\mathbb{Z}_{F}$ such that the following inequalities hold

$$
|\log | \sigma_{k}(u)\left|-t_{k}\right| \leq \log \delta_{k} \text { for } k=1, \ldots, d
$$

under the assumption that $\left|t_{1}+\ldots+t_{d}\right|<\log \delta_{0}$. The runtime of the algorithm is bounded by a polynomial in $\|t\|$.

Proposition 3.7. Given real numbers $\delta_{0}, \ldots, \delta_{d}>1$, vector $R^{\min }$ from $(0, \infty)^{d}$, and prime ideals $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{M}$ there exist real numbers $C_{\min }, C_{\max }$ and vector $R^{\max }$ from $(0, \infty)^{d}$ (computed by the offline part of the procedure TARGET-SIZE, Fig. 6) such that there exist an algorithm (online part of the procedure TARGET-SIZE, Fig. 6) that given non-negative integers $L_{1}, \ldots, L_{M}$, real number $\varepsilon$ and totally positive element $r$ of $F$ finds real numbers $t_{1}, \ldots, t_{d}$ such that

$$
\begin{aligned}
t_{1}+\log \left(\sqrt{\sigma_{k}(r)} \varepsilon^{2} / 4\right) & \in\left[\log R_{1}^{\min }+\log \delta_{1}, \log R_{1}^{\max }-\log \delta_{1}\right] \\
t_{k}+\log \sqrt{\sigma_{k}(r)} & \in\left[\log R_{k}^{\min }+\log \delta_{k}, \log R_{k}^{\max }-\log \delta_{k}\right], k=2, \ldots, d
\end{aligned}
$$

and $\left|t_{1}+\ldots+t_{d}\right|<\log \delta_{0}$. The algorithm succeeds under the assumption that $L_{1} \log N\left(\mathfrak{p}_{1}\right)+\ldots+$ $L_{M} \log N\left(\mathfrak{p}_{M}\right)-4 \log (1 / \varepsilon) \in\left[C_{\min }, C_{\max }\right]$.
The runtime of the algorithm is bounded by a polynomial in $\log (1 / \varepsilon)$ and $\log T_{2}(r)$. The norm $\|t\|$ is bounded by the function that is linear in the same variables.

Figure 4. SUITABLE-Q-NORM procedure.
Fixed input: $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{M}, R^{\text {min }}$
$\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{M}$ are prime ideals of $\mathbb{Z}_{F}$
$R^{\min }$ is a vector from $(0, \infty)^{d}$
Input: $L_{1}, \ldots, L_{M}, \varepsilon$
$L_{1}, \ldots, L_{M}$ non-negative integers defining ideal $\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$
$\varepsilon$ is a real number
procedure SUITABLE-Q-NORM

## Offline:

$\delta_{0}, \ldots, \delta_{d} \leftarrow \operatorname{UNIT}-\operatorname{ADJUST}(F)$
TOTALLY-POS-GENERATOR $\left(\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{M}\right)$
$C_{\text {min }}, C_{\text {max }}, R^{\max } \leftarrow$ TARGET-SIZE $\left(\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{M}, R^{\min }, \delta_{0}, \ldots, \delta_{d}\right) \quad \triangleright$ See Fig. 6
return $C_{\text {min }}, C_{\text {max }}, R^{\max }$
Specification: $C_{\min }, C_{\max }$ are real numbers, $R^{\max }$ is the vector in $(0, \infty)^{d}$
Online:
6: HAS-TP-GEN,$r \leftarrow$ TOTALLY-POS-GENERATOR $\left(L_{1}, \ldots, L_{M}\right)$
7: if not HAS-TP-GEN then
8: return FALSE, $0 \quad \triangleright$ Narrow class group of $\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$ is non-trivial
9: end if
10: $\quad t_{1}, \ldots, t_{d} \leftarrow$ TARGET-SIZE $\left(r, L_{1}, \ldots, L_{M}, \varepsilon\right) \quad \triangleright$ See Fig. 6
11: $\quad u \leftarrow \operatorname{UNIT}-\operatorname{ADJUST}\left(t_{1}, \ldots, t_{d}\right) \quad \triangleright$ See Fig. 9
12: return TRUE, $r u^{2}$
13: end procedure
Output: FALSE, 0 if ideal $\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$ does not have a totally positive generator, or TRUE, $r$ otherwise. Totally positive algebraic integer $r$ from $\mathbb{Z}_{F}$ is such that
(a) $r \mathbb{Z}_{F}=\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$,
(b) $\varepsilon^{2} \sqrt{\sigma_{1}(r)} / 4 \in\left[R_{1}^{\text {min }}, R_{1}^{\max }\right]$ and $\sqrt{\sigma_{k}(r)} \in\left[R_{k}^{\min }, R_{k}^{\max }\right]$ for $k=2, \ldots, d$.

Proof of Theorem 3.3. First we prove that the procedure terminates in polynomial time in $L_{1}, \ldots, L_{M}$ when it returns FALSE. Indeed, when ideal $\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$ does not have a totally positive generator procedure TOTALLY-POS-GENERATOR returns FALSE and procedure SUITABLE-QNORM terminates (line 8, Fig. 4). According to Proposition 3.5 procedure TOTALLY-POSGENERATOR runs in polynomial time in $L_{1}, \ldots, L_{M}$.
Next we consider the case when the output of SUITABLE-Q-NORM procedure is TRUE. Let us first prove that the output of SUITABLE-Q-NORM procedure (Fig. 4) is correct in this case. By Proposition 3.5 algebraic integer $r$ (line 6, Fig. 4) is totally positive and $r \mathbb{Z}_{F}=\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$. By Proposition 3.6 algebraic integer $u$ (line 11, Fig. 4) is a unit. Therefore $r u^{2}$ is also totally positive and also generates ideal $\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$.
It remains to show that $\sigma_{k}\left(r u^{2}\right)$ satisfy required inequalities. By Proposition 3.6 unit $u$ (line 11, Fig. 4) computed by procedure UNIT-ADJUST satisfies the following inequalities:

$$
|\log | \sigma_{k}(u)\left|-t_{k}\right| \leq \log \delta_{k}, k=1, \ldots, d
$$

because by Proposition 3.7 procedure TARGET-SIZE ensures that $\left|t_{1}+\ldots+t_{d}\right|<\log \delta_{0}$. Now we see that

$$
\begin{aligned}
\log \sqrt{\sigma_{k}\left(r u^{2}\right)}-\log \sqrt{\sigma_{k}(r)} & =\log \left|\sigma_{k}(u)\right| \in\left[t_{k}-\log \delta_{k}, t_{k}+\log \delta_{k}\right] \\
\log \left(\sqrt{\sigma_{1}\left(r u^{2}\right)} \varepsilon^{2} / 4\right)-\log \left(\sqrt{\sigma_{1}(r)} \varepsilon^{2} / 4\right) & =\log \left|\sigma_{1}(u)\right| \in\left[t_{1}-\log \delta_{1}, t_{1}+\log \delta_{1}\right]
\end{aligned}
$$

This immediately implies that

$$
\begin{aligned}
\log \sqrt{\sigma_{k}\left(r u^{2}\right)} & \in\left[\log R_{k}^{\min }, \log R_{k}^{\max }\right], \text { for } k=2, \ldots, d \\
\log \left(\sqrt{\sigma_{1}\left(r u^{2}\right)} \varepsilon^{2} / 4\right) & \in\left[\log R_{1}^{\min }, \log R_{1}^{\max }\right]
\end{aligned}
$$

We now show that the runtime of our algorithm is bounded by a polynomial in $\log (1 / \varepsilon)$. All $L_{k}$ are bounded by function linear in $\log (1 / \varepsilon)$. Procedure TOTALLY-POS-GENERATOR runs in polynomial time and produces $r$ such that $\log T_{2}(r)$ is bounded by a function linear in $L_{1}, \ldots, L_{M}$. This ensures that procedure TARGET-SIZE outputs $t_{1}, \ldots, t_{d}$ such that their bit size is bounded by polynomial in $\log (1 / \varepsilon)$. It also ensures that $\|t\|$ is bounded by a function $\operatorname{linear}$ in $\log (1 / \varepsilon)$. This ensures that procedure UNIT-ADJUST runs in polynomial time. Note that for unit $u$ (computed in line 11, Fig. 4) we have

$$
\log \sqrt{T_{2}(u)}=\log \sqrt{\sum_{k=1}^{d} \sigma_{k}^{2}(u)} \leq \sqrt{d} \max _{k} \log \left|\sigma_{k}\right| \leq \sqrt{d} \max _{k}\left(t_{k}+\log \delta_{k}\right) \leq \sqrt{d}\left(\|t\|+\max _{k} \log \delta_{k} .\right)
$$

Therefore $\log T_{2}(u)$ is bounded by a function linear in $\log (1 / \varepsilon)$. Hence, the time spent on computing $r u^{2}$ is bounded by polynomial in $\log (1 / \varepsilon)$ as required [5]. We have shown that procedure SUITABLE-Q-NORM runs in polynomial time.

Let us now discuss procedure TOTALLY-POS-GENERATOR (Fig. 5) in more details. Finding totally positive generator of the ideal is strictly more difficult than finding a generator of the ideal. The latter problem is known to be hard and there is no polynomial time algorithm known for it. In our case, because the ideal we interested has special form $\mathfrak{p}_{1}^{L_{1}} \ldots \mathfrak{p}_{m}^{L_{M}}$ we can find a totally positive generator for it by precomputing certain information about $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{m}$ (in the offline part of TOTALLY-POS-GENERATOR procedure, Fig. 5). Let us now prove the following proposition:

Proposition 3.5. Given non-negative integers $L_{1}, \ldots, L_{M}$ there is an algorithm (procedure TOTALLY-POS-GEN, Fig. 5) that decides if ideal $\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$ has a totally positive generator. The algorithm also finds a totally positive generator $r$ of the ideal if it exists. The algorithm runs in time polynomial in $L_{1}, \ldots, L_{M}$ and $\log T_{2}(r)$ is bounded by the function that is linear in $L_{1}, \ldots, L_{M}$.

Proof. Let us first prove the correctness of the online part of the algorithm. In is not difficult to see that

$$
\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}=\left(\mathfrak{p}_{1}^{N_{1}}\right)^{s_{1}} \cdot \ldots \cdot\left(\mathfrak{p}_{M}^{N_{M}}\right)^{s_{M}} \mathfrak{p}_{1}^{l_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{l_{M}}
$$

We know what each of ideals $\mathfrak{p}_{k}^{N_{k}}$ has totally positive generator. Therefore $\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$ has totally positive generator if and only if ideal $\mathfrak{p}_{1}^{l_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{l_{M}}$ does. This is what is checked on line 11 in Fig. 5. We have shown that the procedure always returns FALSE, when $\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$ does not have totally positive generator, and TRUE when it does. In the case when the procedure returns TRUE we have $r\left[l_{1}, \ldots, l_{k}\right] \mathbb{Z}_{F}=\mathfrak{p}_{1}^{l_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{l_{M}}$ and therefore

$$
\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}=r_{1}^{s_{1}} \mathbb{Z}_{F} \cdot \ldots \cdot r_{M}^{s_{M}} \mathbb{Z}_{F} \cdot r\left[l_{1}, \ldots, l_{k}\right] \mathbb{Z}_{F}
$$

We see that $r_{1}^{s_{1}} \ldots r_{M}^{s_{M}} r\left[l_{1}, \ldots, l_{k}\right]$ is totally positive element of $\mathbb{Z}_{F}$ that generates ideal $\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$.

Figure 5. TOTALLY-POS-GENERATOR procedure.
Fixed input: Prime ideals $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{M}$ of $\mathbb{Z}_{F}$
Input: Non-negative integers $L_{1}, \ldots, L_{M}$ defining ideal $\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$
procedure TOTALLY-POS-GENERATOR

## Offline:

Find minimal $N_{k}$ such that ideal $\mathfrak{p}_{k}^{N_{k}}$ has totally positive generator $r_{k}$
for all $n_{1}, \ldots, n_{k} \in\left\{0, \ldots, N_{1}-1\right\} \times \cdots \times\left\{0, \ldots, N_{M}-1\right\}$ do
if ideal $\mathfrak{p}_{1}^{n_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{n_{M}}$ has totally positive generator $r^{\prime}$ then
$r\left[n_{1}, \ldots, n_{M}\right] \leftarrow r^{\prime}$
else

$$
r\left[n_{1}, \ldots, n_{M}\right] \leftarrow 0
$$

```
        end if
```

        end for
    Specification:

## Online:

10: $\quad l_{k} \leftarrow L_{k} \bmod N_{k}, s_{k} \leftarrow\left(L_{k}-l_{k}\right) / N_{k}$
11: if $r\left[l_{1}, \ldots, l_{k}\right]=0$ then
12: return FALSE, 0
13: else
14: return TRUE, $r_{1}^{s_{1}} \cdot \ldots \cdot r_{M}^{s_{M}} r\left[l_{1}, \ldots, l_{k}\right]$
15: end if
16: end procedure
Output: FALSE, 0 if ideal $\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$ does not have totally positive generator, otherwise TRUE, $r$ where $r \mathbb{Z}_{F}=\mathfrak{p}_{1}^{L_{1}} \cdot \ldots \cdot \mathfrak{p}_{M}^{L_{M}}$ and $r$ is totally positive

Let us now show that algorithm runs in polynomial time. The number of multiplications we need to perform is bounded by $L_{1}+\ldots+L_{M}$. Note that

$$
T_{2}\left(x_{1} \cdot \ldots \cdot x_{n}\right) \leq d \prod_{k=1}^{n} T_{2}\left(x_{k}\right), \text { for } x_{k} \in F
$$

Therefore, each time we perform a multiplication, the value $\log T_{2}$ of the arguments is bounded by a function linear in $L_{1}, \ldots, L_{M}$. We conclude that $r_{1}^{s_{1}} \ldots r_{M}^{s_{M}} r\left[l_{1}, \ldots, l_{k}\right]$ is computed in time polynomial in $L_{1}, \ldots, L_{M}$. The inequality above also implies that $\log T_{2}$ of the algorithm is bounded by a function linear in $L_{1}, \ldots, L_{M}$.
It remains to show the correctness of the offline part of procedure. First, note that $N_{k}$ always exist. The fact that the class group of the number field is always finite implies that for each ideal $\mathfrak{p}_{k}$ there exists a number $N_{k}^{\prime}$ (dividing the order of class group) such that ideal $\mathfrak{p}_{k}^{N_{k}^{\prime}}$ is principal and has generator $\xi_{k}$. Note that $\xi_{k}^{2}$ is totally positive generator of $\mathfrak{p}_{k}^{2 N_{k}^{\prime}}$. We have shown that $N_{k} \leq 2 N_{k}^{\prime}$. Computing the order of the class group and testing if the ideal is principal are two standard problems solved in computational number theory. Checking that given ideal has a totally positive generator can also be done using standard methods. If totally positive generator $r$ exists then the ratio of the ideal generator $\xi$ and $r$ must be a unit. Therefore once $\xi$ is known it remains to find unit $u$ such that $\xi u$ is totally positive. This can be done if and only if $\xi \mathbb{Z}_{F}$ has a totally positive generator. It is not difficult to check this algorithmically, once the system of fundamental units of $\mathbb{Z}_{F}$ has been computed.

Note, that in case of Clifford +T and Clifford $+R_{z}(\pi / 16)$ gate set the narrow class group of $F$ is trivial and therefore any ideal has a totally positive generator. This significantly simplifies procedure TOTALLY-POS-GENERATOR.

Figure 6. Procedure TARGET-SIZE

Fixed input: $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{M}, R_{1}, \ldots, R_{d}, \delta_{0}, \ldots, \delta_{d}$
$\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{M}$ are prime ideals of $\mathbb{Z}_{F}$
$R_{1}, \ldots, R_{d}, \delta_{0}, \ldots, \delta_{d}$ are real numbers
Input: $L_{1}, \ldots, L_{M}, \varepsilon, r$
$L_{1}, \ldots, L_{M}$ are integers
$\varepsilon$ is a real number, $r$ is a totally positive element of $F$.
1: procedure TARGET-SIZE
Offline:
2: $\quad C_{\text {min }} \leftarrow 2\left(\sum_{k=1}^{d} \log R_{k}+\sum_{k=1}^{d} \log \delta_{k}+2 \log 2\right), C_{\text {max }} \leftarrow C_{\text {min }}+2 \log \delta_{0}$
3: $\quad R_{k}^{\max } \leftarrow \exp \left(\log R_{k}^{\min }+2 \log \delta_{k}+\log \delta_{0} / d\right)$
4: return $C_{\text {min }}, C_{\text {max }}, R^{\max }$
Specification: $C_{\min }, C_{\max }$ - real numbers, $R^{\max }$ vector from $(0, \infty)^{d}$
Online:
5: $\quad$ assert $L_{1} \log N\left(\mathfrak{p}_{1}\right)+\ldots+L_{M} \log N\left(\mathfrak{p}_{M}\right)-4 \log (1 / \varepsilon) \in\left[C_{\min }, C_{\max }\right]$
6: $\quad t_{1} \leftarrow \log R_{1}^{\min }+\log \delta_{1}-\log \left(\sqrt{\sigma_{1}(r)} \varepsilon^{2} / 4\right)$
7: $\quad t_{k} \leftarrow \log R_{k}^{\min }+\log \delta_{k}-\log \sqrt{\sigma_{k}(r)}$, for $t=2, \ldots, d$
8: $\quad$ return $t_{1}, \ldots, t_{d}$
9: end procedure
Output: $t_{1}, \ldots, t_{d}$ are real number such that $\left|t_{1}+\ldots+t_{d}\right| \leq \log \delta_{0}$,

$$
\begin{aligned}
& t_{1}+\log \left(\sqrt{\sigma_{k}(r)} \varepsilon^{2} / 4\right) \in\left[\log R_{1}^{\min }+\log \delta_{1}, \log R_{1}^{\max }-\log \delta_{1}\right] \\
& t_{k}+\log \sqrt{\sigma_{k}(r)} \in\left[\log R_{k}^{\min }+\log \delta_{k}, \log R_{k}^{\max }-\log \delta_{k}\right], k=2, \ldots, d
\end{aligned}
$$

On a high level procedure TARGET-SIZE (Fig. 6) is about finding a solution to the system of linear inequalities for $t_{1}, \ldots, t_{d}$ mentioned in the statement of the Proposition 3.7. In the offline part we compute constant $C$ that guarantees that the system has a solution. In addition we show that the solution to such a system can be represented by numbers of moderate bit-size, can be found in polynomial time and that the norm of the solution vector is bounded. Now we proceed to the formal proof.

Proposition 3.7. Given real numbers $\delta_{0}, \ldots, \delta_{d}>1$, vector $R^{\min }$ from $(0, \infty)^{d}$, and prime ideals $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{M}$ there exist real numbers $C_{\min }, C_{\max }$ and vector $R^{\max }$ from $(0, \infty)^{d}$ (computed by the offline part of the procedure TARGET-SIZE, Fig. 6) such that there exist an algorithm (online part of the procedure TARGET-SIZE, Fig. 6) that given non-negative integers $L_{1}, \ldots, L_{M}$, real number $\varepsilon$ and totally positive element $r$ of $F$ finds real numbers $t_{1}, \ldots, t_{d}$ such that

$$
\begin{aligned}
t_{1}+\log \left(\sqrt{\sigma_{k}(r)} \varepsilon^{2} / 4\right) & \in\left[\log R_{1}^{\min }+\log \delta_{1}, \log R_{1}^{\max }-\log \delta_{1}\right] \\
t_{k}+\log \sqrt{\sigma_{k}(r)} & \in\left[\log R_{k}^{\min }+\log \delta_{k}, \log R_{k}^{\max }-\log \delta_{k}\right], k=2, \ldots, d
\end{aligned}
$$

and $\left|t_{1}+\ldots+t_{d}\right|<\log \delta_{0}$. The algorithm succeeds under the assumption that $L_{1} \log N\left(\mathfrak{p}_{1}\right)+\ldots+$ $L_{M} \log N\left(\mathfrak{p}_{M}\right)-4 \log (1 / \varepsilon) \in\left[C_{\min }, C_{\max }\right]$.

The runtime of the algorithm is bounded by a polynomial in $\log (1 / \varepsilon)$ and $\log T_{2}(r)$. The norm $\|t\|$ is bounded by the function that is linear in the same variables.

Proof. Let us first prove correctness of the procedure TARGET-SIZE (Fig. 6). On lines 6,7 in Fig. 6 we assign to $t_{k}$ the smallest values for which the constraints on $t_{k}$ are satisfied. Next we show that our choice of $C_{\min }, C_{\max }$ and $R^{\max }$ ensures that all other constraints are also satisfied. Indeed, $R_{k}^{\max } \geq R_{k}^{\min }+2 \log \delta_{k}$ therefore intervals for $t_{k}$ are non-empty. It remains to show that $\left|t_{1}+\ldots+t_{d}\right| \leq \delta_{0}$. This follows from the following equalities:

$$
\begin{aligned}
t_{1}+\ldots+t_{d} & =\sum_{k=1}^{d} \log R_{k}^{\min }+\sum_{k=1}^{d} \log \delta_{k}-\log \left(\sqrt{N_{F / \mathbb{Q}}(r)} \varepsilon^{2} / 4\right) \\
& =C_{\min } / 2-\frac{1}{2} \sum_{k=1}^{M} L_{k} \log N\left(\mathfrak{p}_{k}\right)+2 \log (1 / \varepsilon)
\end{aligned}
$$

Therefore value $t_{1}+\ldots+t_{d}$ belongs to the interval $\left[\left(C_{\min }-C_{\max }\right) / 2,0\right]$. The definition of $C_{\max }$ precisely implies that $\left[\left(C_{\min }-C_{\max }\right) / 2,0\right]=\left[-\log \delta_{0}, 0\right]$ which gives requiered bound on the sum of $t_{k}$. Note that the anaysis above performed for $t_{k}$ will hold for any $t_{k}^{\prime}$ in the interval $\left[t_{k}, t_{k}+\log \delta_{0} / d\right]$.
Parameter $\log \delta_{0}$ is needed to account for finite precision arithmetic we are using. It is not difficult to see that as soon as precision of arithmetic used is smaller then $\log \delta_{0} / C_{1} d$ for sufficiently big fixed constant $C_{1}$ numbers $t_{k}$ computed within mentioned precision will satisfy all required constraints. It is sufficient to perform the calculation up to fixed precision independent on the online part of the algorithm input. This implies that all calculations in the online part can be performed in polynomial time. We finally note that $t_{k}$ are bounded by functions linear in $\log T_{2}(r)$ and $\log (1 / \varepsilon)$ and therefore the same is true for $\|t\|$. As we have established that $t_{k}$ can be computed up to fixed precision, bound on $\|t\|$ implies a bound on the number of bits needed to specify each $t_{k}$. This concludes our proof.
3.3. Solution region sampling. In this subsection we prove the Theorems 3.2 used in the proof of Theorem 3.1 in Section 3.1:
Theorem 3.2. There exist real numbers $p_{0}, M$ and vectors $R^{\min }, R^{\max }$ from $(0, \infty)^{d}$ (computed in the offline part of RANDOM-INTEGER-POINT procedure, Fig. 7) such that for any real number $\varphi$, real number $\varepsilon \in(0,1 / 2)$ and totally positive $r$ from $\mathbb{Z}_{F}$ such that:

$$
\sqrt{\sigma_{1}(r)} \varepsilon^{2} / 4 \in\left[R_{1}^{\min }, R_{1}^{\max }\right], \sqrt{\sigma_{k}(r)} \in\left[R_{k}^{\min }, R_{k}^{\max }\right] \text { for } k=2, \ldots, d
$$

there is an element $z$ from $\mathbb{Z}_{F}$ such that $\boldsymbol{\sigma}(z)$ is in $S_{r, \varphi, \varepsilon}$ (see Equation (14)). Procedure RANDOM-INTEGER-POINT runs in time polynomial in $\log (1 / \varepsilon)$ and returns each element of the set

$$
\begin{equation*}
\operatorname{Cand}_{r, \varphi, \varepsilon}=\left\{z \in \mathbb{Z}_{K}: \boldsymbol{\sigma}(z) \in S_{r, \varphi, \varepsilon}\right\} \tag{15}
\end{equation*}
$$

with probability at least $p_{0} /\left|\operatorname{Cand}_{r, \varphi, \varepsilon}\right|$. The size of the set $\operatorname{Cand}_{r, \varphi, \varepsilon}$ belongs to the interval

$$
\left[2 \sqrt{4-\varepsilon^{2}} / \varepsilon,\left(4 \sqrt{4-4 \varepsilon^{2}} / \varepsilon+2\right) M\right]
$$

Proof. The procedure returns points from the set $\operatorname{Cand}_{r, \varphi, \varepsilon}$ because on line 21 in Fig. 7 we select $z$ such that $\boldsymbol{\sigma}(z) \in S_{r, \varphi, \varepsilon}$ (see Equation (15)). Let us next show that the procedure terminates, on average, after fixed number of loop interations. We estimate the probability $p_{\text {Cand }}$ of variable Sample-found being TRUE (see line 21 in Fig. 7). The number of the main loop iterations of RANDOM-INTEGER-POINT procedure has a geometric distribution with parameter $p_{\text {Cand }}$. Let us now lower bound $p_{\text {Cand }}$. Let $H^{\prime}=R \varepsilon \sqrt{4-\varepsilon^{2}}$ (see Fig. 8). When the absolute value of $N$ (on

Figure 7. High level description of RANDOM-INTEGER-POINT procedure used in APPROXIMATE procedure in Fig. 3

Fixed input: $\mathbb{Z}_{K}$ - ring of integers of a CM field of degree $2 d$
Input: $\varphi, \varepsilon, r$
1: procedure RANDOM-INTEGER-POINT
Offline:
2: $\quad z_{1}, \ldots, z_{2 d}$ is a fixed integral basis of $\mathbb{Z}_{F}$
3: $\quad B=\left[\boldsymbol{\sigma}\left(z_{1}\right), \ldots, \boldsymbol{\sigma}\left(z_{2 d}\right)\right]$ is a basis of the lattice associated to $\mathbb{Z}_{K}$,
4: $\quad R_{k}^{\min }=\frac{1}{2} \sqrt{\max _{j} \operatorname{Re}\left(\sigma_{k,+}\left(z_{j}\right)\right)^{2}+\max _{j} \operatorname{Im}\left(\sigma_{k,+}\left(z_{j}\right)\right)^{2}}$ for $k=1, \ldots, d$
5: $\quad C_{\text {min }}, C_{\text {max }}, R^{\max } \leftarrow$ SUITABLE-Q-NORM $\left(\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{M}, R^{\min }\right) \quad \triangleright$ See Fig. 4
6: $\quad$ SHIFTS $\leftarrow\left\{z \in \mathbb{Z}_{K}:\left\|P_{1} \boldsymbol{\sigma}(z)\right\| \leq 2 \sqrt{5} R_{1}^{\max },\left\|P_{k} \boldsymbol{\sigma}(z)\right\| \leq R_{k}^{\max }+R_{k}^{\min }, k=2, \ldots, d\right\}$
7: $\quad \triangleright P_{k}: \mathbb{R}^{2 d} \rightarrow \mathbb{R}^{2}$ is a projector to coordinates $2 k-1$ and $2 k$
8: $\quad p_{0} \leftarrow 1 /(8 \mid$ SHIFTS $\mid), M \leftarrow \mid$ SHIFTS $\mid \quad \triangleright p_{0}$ indicates how close the distribution
9: $\quad \triangleright$ of the procedure output to the uniform over set Cand $_{r, \varphi, \varepsilon}$
10: return $C_{\text {min }}, C_{\text {max }}$
Specification: $C_{\min }, C_{\max }$ - real numbers
Online:
11: $\quad R \leftarrow \sqrt{\sigma_{1}(r)}, H \leftarrow 2 R \varepsilon \sqrt{4-4 \varepsilon^{2}}, N_{\max }=\left\lceil H / \varepsilon^{2} R\right\rfloor \quad \triangleright$ See Fig. 8
12: $\quad z_{c} \leftarrow R\left(1-3 \varepsilon^{2} / 4\right) e^{-t \varphi / 2}, \Delta z \leftarrow i e^{-i \varphi / 2} \varepsilon^{2} R / 2 \quad \triangleright$ See Fig. 8
13: $\quad \Delta Z \leftarrow(\operatorname{Re} \Delta z, \operatorname{Im} \Delta z, 0, \ldots, 0) \in \mathbb{R}^{2 d}, Z_{c} \leftarrow\left(\operatorname{Re} z_{c}, \operatorname{Im} z_{c}, 0, \ldots, 0\right) \in \mathbb{R}^{2 d}$
14: $\quad$ Sample-found $\leftarrow$ FALSE, $z \leftarrow 0$
15: while not Sample-found do
16: $\quad N \leftarrow$ random integer from the interval $\left[-N_{\max }, N_{\max }\right]$
17: $\quad t \leftarrow Z_{c}+N \Delta Z$
18: $\quad m \leftarrow\left\lceil B^{-1} t\right\rfloor \quad \triangleright$ Find $m$ such that $B m \in t+\mathcal{C}(B)$
19: Pick $z^{\prime}$ uniformly at random from set SHIFTS
20: $\quad z \leftarrow z^{\prime}+m_{1} z_{1}+\ldots+m_{2 d} z_{2 d}$
21: $\quad$ Sample-found $\leftarrow \boldsymbol{\sigma}(z) \in S_{r, \varphi, \varepsilon} \cap\left\{x \in \mathbb{R}^{2 d}:\langle x-t, \Delta Z\rangle \in(-1 / 2,1 / 2]\right\}$
22: end while
23: return z
24: end procedure
Output: $z$, the element of $\mathbb{Z}_{K}$ such that $\left|\sigma_{k,+}(z)\right| \leq R_{k}$ for $k=2, \ldots, d$ and $\operatorname{Re}\left(\left(\sigma_{1,+}(z)-z_{0}\right) e^{-i \varphi / 2}\right) \geq 0,\left|\sigma_{1,+}(z)\right| \leq R$ where $z_{0}=R\left(1-\varepsilon^{2}\right) e^{-i \varphi / 2}$ (see Fig. 2 for the visualization of the condition on $\sigma_{1,+}(z)$ )
line 16 in Fig. 7) is less then $\left\lceil H^{\prime} /\left(\varepsilon^{2} R\right)\right\rfloor-1$ (see Fig. 8) the shifted fundamental region $t+\mathcal{C}(B)$ is a subset of $S_{r, \varphi, \varepsilon}$ (note that $t$ is computed on line 17 in Fig. 7 based on $N$ ). In the case if $z^{\prime}=0$ (line 19 in Fig. 7) inclusion $t+\mathcal{C}(B) \subset S_{r, \varphi, \varepsilon}$ implies that $\boldsymbol{\sigma}(z)$ is in $S_{r, \varphi, \varepsilon}$. The probability of $z^{\prime}=0$ is equal to $1 / \mid$ SHIFTS $\mid$ (see line 6 in Fig. 7). For this reason we can lower bound $p_{\text {Cand }}$ as:

$$
p_{\text {Cand }} \geq \frac{2\left\lceil H^{\prime} /\left(\varepsilon^{2} R\right)\right\rfloor-1}{2\left\lceil H /\left(\varepsilon^{2} R\right)\right\rfloor+1} \cdot \frac{1}{\mid \text { SHIFTS } \mid} \geq \frac{H^{\prime} / H-2\left(\varepsilon^{2} R / 2 H\right)}{1+2\left(\varepsilon^{2} R / 2 H\right)} \cdot \frac{1}{\mid \text { SHIFTS } \mid}
$$

We note that $H^{\prime} / H=\sqrt{4-\varepsilon^{2}} /\left(2 \sqrt{4-4 \varepsilon^{2}}\right) \in(1 / 2,1 / \sqrt{3})$ and $\left(\varepsilon^{2} R / 2 H^{\prime}\right)=\varepsilon /\left(4 \sqrt{4-4 \varepsilon^{2}}\right) \in$ $(0,1 /(8 \sqrt{3}))$. The constraint $\varepsilon \in(0,1 / 2)$ implies that $p_{\text {Cand }}$ is lower bounded by constant independent on the input to the online part of RANDOM-INTEGER-POINT procedure.

Figure 8. Illustration of sampling scheme. The vertical axis is $\operatorname{Im}(z)$ and the horizontal axis is $\operatorname{Re}(z)$. Small blue circles have radius $R_{1}^{\min }$. During our sampling procedure we pick the center of blue circle at random. Then we find point $\sum_{k} m_{k} z_{k}$ (see Fig. 7) from $\mathbb{Z}_{K}$ such that $\sigma_{1,+}\left(\sum_{k} m_{k} z_{k}\right)$ is in blue circle. Next we compute $z$ by adding randomly picked shift $z^{\prime}$ to $\sum_{k} m_{k} z_{k}$ and check if $\boldsymbol{\sigma}(z)$ is in $S_{r, \varphi, \varepsilon}$. The set $P_{1} S_{r, \varphi, \varepsilon}$ is a blue circle segment on the picture below.


We have shown that the online part of the procedure consist of a fixed number of arithmetic operations on average. To show that the procedure runs in polynomial time it is sufficient to show that the absolute value of the logarithm of absolute precision required for the computation is bounded by a polynomial in $\log (1 / \varepsilon)$. Let's analyze line 18 in Fig. 7 in more details. Let $\left(B^{-1}\right)^{\prime}$ be an approximation to $B^{-1}$ to within precision $\delta_{c}$ and let $t^{\prime}$ be an approximation to $t$ within precision $\delta_{c}$ and let $m^{\prime}=\left(B^{-1}\right)^{\prime} t^{\prime}$. Now we show that the norm of the projection of $B m^{\prime}-t^{\prime}$ can also be bounded in terms of $R_{k}^{\min }$. For convenience, let $P_{k}$ be a projector on the subspace spanned by $e_{2 k-1}, e_{2 k}$.

$$
\left\|P_{k}\left(B m^{\prime}-t\right)\right\| \leq\left\|t-t^{\prime}\right\|+\left\|P_{k} B\left(\left[\left(B^{-1}\right)^{\prime} t^{\prime}\right]-\left(B^{-1}\right)^{\prime} t^{\prime}\right)\right\|+\left\|t^{\prime}\right\|\left\|B\left(B^{-1}\right)^{\prime}-I\right\|
$$

Now we see that $\left\|t-t^{\prime}\right\|$ is bounded by $\delta_{c}$, the second term in the sum above is bounded by $R_{k}^{\min }$ and the third term is bounded by some fixed constant times $\delta_{c}\left\|t^{\prime}\right\|$. This implies that we can find $m^{\prime}$ such that $\left\|P_{k}\left(B m^{\prime}-t\right)\right\| \leq R_{k}^{\min }+\delta_{c}^{\prime}$. The absolute value of the logarithm of absolute precision required for the computation is bounded by polynomial in $\log (1 / \varepsilon)$ and $\log \left(1 / \delta_{c}^{\prime}\right)$ because $\log \left\|t^{\prime}\right\|$ is bounded by polynomial in $\log (1 / \varepsilon)$. This is sufficient for our purposes because it is sufficient to choose $\log \left(1 / \delta_{c}^{\prime}\right)$ to be of order $\log \left\|t^{\prime}\right\|$.
It remains to show that we get every point from $\operatorname{Cand}_{r, \varphi, \varepsilon}$ with probability at least $p_{0} /\left|\operatorname{Cand}_{r, \varphi, \varepsilon}\right|$. We first introduce some notation convenient for the proof. Let $\xi_{N}$ be a random variable corresponding to $N$ (line 16 in Fig. 7), $\xi_{z^{\prime}}$ be a random variable corresponding $z^{\prime}$ (line 19 in Fig. 7) and
$\xi_{z}$ be a random variable corresponding to value $z$ computed on line 20 in Fig. 7. Random variable $\xi_{z}$ is a function of $\xi_{N}$ and $\xi_{z^{\prime}}$. Random variable $\xi_{N}$ takes integer values in the range $\left[-N_{\max }, N_{\max }\right.$ ] with equal probability and $\xi_{z^{\prime}}$ takes values in the finite set SHIFTS also with equal probability. Variables $\xi_{z^{\prime}}$ and $\xi_{N}$ are independent. Let $z_{0}$ be a fixed element of $\operatorname{Cand}_{r, \varphi, \varepsilon}$. It is sufficient to lower bound $P\left(\xi_{z}=z_{0}\right)$ because the probability of the output of RANDOM-REGION-CENTER being $z_{0}$ is $P\left(\xi_{z}=z_{0}\right) / P\left(\xi \in \operatorname{Cand}_{r, \varphi, \varepsilon}\right)$. Given $z_{0}$ there are unique values of $N$ (line 16), $m$ (line 18) and $t$ (line 17), denoted as $N_{0}, m^{0}$ and $t_{0}$, such that $\boldsymbol{\sigma}\left(z_{0}\right)$ is in

$$
S_{r, \varphi, \varepsilon} \cap\left\{x \in \mathbb{R}^{2 d}:\left\langle x-t_{0}, \Delta Z\right\rangle \in(-1 / 2,1 / 2]\right\}
$$

The equality

$$
P\left(\xi_{z}=z_{0}\right)=P\left(\xi_{z}=z_{0} / \xi_{N}=N_{0}\right) P\left(\xi_{N}=N_{0}\right)=\frac{P\left(\xi_{z}=z_{0} / \xi_{N}=N_{0}\right)}{2 N_{\max }+1}
$$

implies that it is sufficient to lower bound $P\left(\xi_{z}=z_{0} / \xi_{N}=N_{0}\right)$ and relate $2 N_{\max }+1$ to the size of $\operatorname{Cand}_{r, \varphi, \varepsilon}$. Note that $P\left(\xi_{z}=z_{0} / \xi_{N}=N_{0}\right)=P\left(z_{0}=\xi_{z}^{\prime}+\sum_{k} m_{k}^{0} z_{k}\right)$. This implies that $P\left(\xi_{z}=z_{0} / \xi_{N}=N_{0}\right)$ is $1 / \mid$ SHIFTS $\mid$ if $z_{0}-\sum_{k} m_{k}^{0} z_{k}$ belongs to set SHIFTS. Let us show that $z_{0}-\sum_{k} m_{k}^{0} z_{k}$ is always in SHIFTS. It is sufficient to show that

$$
\begin{aligned}
& \left\|P_{k}\left(\boldsymbol{\sigma}\left(z_{0}\right)-\boldsymbol{\sigma}\left(\sum_{k} m_{k}^{0} z_{k}\right)\right)\right\|=\left\|P_{k}\left(\boldsymbol{\sigma}\left(z_{0}\right)-B m^{0}\right)\right\| \leq R_{k}^{\max }+R_{k}^{\min } \text { for } k=2, \ldots, d \\
& \left\|P_{1}\left(\boldsymbol{\sigma}\left(z_{0}\right)-B m^{0}\right)\right\| \leq 2 \sqrt{5} R_{1}^{\max }
\end{aligned}
$$

It is useful to note that

$$
\left\|P_{k}\left(\boldsymbol{\sigma}\left(z_{0}\right)-B m^{0}\right)\right\| \leq\left\|P_{k}\left(\boldsymbol{\sigma}\left(z_{0}\right)-t_{0}\right)\right\|+\left\|P_{k}\left(t_{0}-B m^{0}\right)\right\| \leq\left\|P_{k}\left(\boldsymbol{\sigma}\left(z_{0}\right)-t_{0}\right)\right\|+R_{k}^{\min }
$$

The fact that $\boldsymbol{\sigma}\left(z_{0}\right)$ is in $S_{r, \varphi, \varepsilon} \cap\left\{x \in \mathbb{R}^{2 d}:\left\langle x-t_{0}, \Delta Z\right\rangle \in(-1 / 2,1 / 2]\right\}$ implies that

$$
\left\|P_{k}\left(\boldsymbol{\sigma}\left(z_{0}\right)-t_{0}\right)\right\| \leq \sqrt{\sigma_{k}(r)} \leq R_{k}^{\max } \text { for } k=2, \ldots, d
$$

To establish bound on $\left\|P_{1}\left(\boldsymbol{\sigma}\left(z_{0}\right)-B m^{0}\right)\right\|$ we observe that $P_{1} \boldsymbol{\sigma}\left(z_{0}\right)$ and $P_{1} B m^{0}$ both belong to a set with the diameter $\sqrt{5} \varepsilon^{2} R / 2$. We also have shown that:

$$
\operatorname{Cand}_{r, \varphi, \varepsilon} \subset \operatorname{SHIFTS}+\left\{\boldsymbol{\sigma}^{-1}\left(B\left\lceil B^{-1}\left(Z_{c}+N \Delta Z\right)\right\rfloor\right): N \in\left[-N_{\max }, N_{\max }\right]\right\}
$$

Finally we note that

$$
\left\{z \in Z_{K}: \boldsymbol{\sigma}(z) \in Z_{c}+N \Delta Z+\mathcal{C}(B),|N| \leq\left\lceil H^{\prime} /\left(\varepsilon^{2} R\right)\right\rfloor-1, N \in \mathbb{Z}\right\} \subset \operatorname{Cand}_{r, \varphi, \varepsilon}
$$

This implies that if $\operatorname{Cand}_{r, \varphi, \varepsilon}$ is non-empty we have:

$$
\frac{\left|\operatorname{Cand}_{r, \varphi, \varepsilon}\right|}{2 N_{\max }+1} \geq \frac{\left|\operatorname{Cand}_{r, \varphi, \varepsilon}\right|}{2 H /\left(\varepsilon^{2} R\right)+2} \geq \frac{\left|\operatorname{Cand}_{r, \varphi, \varepsilon}\right|}{\frac{H}{H^{\prime}}\left(2\left\lceil H^{\prime} /\left(\varepsilon^{2} R\right)\right\rfloor+1\right)+2} \geq \frac{\left|\operatorname{Cand}_{r, \varphi, \varepsilon}\right|}{6+2\left|\operatorname{Cand}_{r, \varphi, \varepsilon}\right|} \geq \frac{1}{8}
$$

We conclude that $P\left(\xi_{z}=z_{0}\right) \geq \frac{1}{\mid \operatorname{Cand}_{r, \varphi, \varepsilon} \varepsilon} \cdot p_{0}$, where $p_{0}$ is $\frac{1}{8 \mid \text { SHIFTS } \mid}$. Above derivation also gives us required bounds on the size of $\operatorname{Cand}_{r, \varphi, \varepsilon}$.
3.3.1. Implementation aspects. In practice we are looking for best possible value of the additive constants $C_{\min }, C_{\max }$ in the Theorem 3.1 we can achieve while maintaining the polynomial runtime of the online part of the algorithm. We refer the reader to the Appendix 6 for the version of the procedure we use in our implementation to obtain the numerical results reported in Section 5. In practice we use the Nearest Plane Algorithm [3]. It is also possible to show that $R_{k}^{\min }$ can be chosen to be based on $\mathcal{C}\left(B^{*}\right)$, not based on $\mathcal{C}(B)$. We ensure that the basis we use is Hermite-KorkineZolotarev $[33,36,56]$ reduced which makes it possible to guarantee that $R_{k}^{\min }$ are bounded by some functions of discriminant of $\mathbb{Z}_{K}$ and these bounds are independent on the choice of the basis of
$\mathbb{Z}_{K}$. We also use a simpler version of the sampling procedure. The simpler version does not ensure that the distribution of procedure outcomes is close to uniform, but works well in practice.

Figure 9. UNIT-ADJUST procedure
Fixed input: $F, u_{1}, \ldots, u_{d-1}$
$F$ is a totally real number field of degree $d$
$u_{1}, \ldots, u_{d-1}$ form a system of fundamental units of $F$
Input: $t_{1}, \ldots, t_{d}$
$t_{1}, \ldots, t_{d}$ - real numbers of the same precision $n$
1: procedure UNIT-ADJUST
Offline:
2: $\quad u_{1}, \ldots, u_{d-1} \leftarrow$ FUNDAMENTAL-UNITS $(F)$
3: $\quad \delta_{0} \leftarrow \sqrt{\max _{k, j}\left\{\left|\sigma_{k}\left(u_{j}\right)\right|,\left|\sigma_{k}\left(u_{j}^{-1}\right)\right|\right\}} \quad \triangleright \delta_{0}>1$
4: $\quad B \leftarrow\left(\begin{array}{cccc}\log \left|\sigma_{1}\left(u_{1}\right)\right| & \cdots & \log \left|\sigma_{1}\left(u_{d-1}\right)\right| & 2 \log \delta_{0} \\ \vdots & & \vdots & \vdots \\ \log \left|\sigma_{d}\left(u_{1}\right)\right| & \cdots & \log \left|\sigma_{d}\left(u_{d-1}\right)\right| & 2 \log \delta_{0}\end{array}\right)$
5: $\quad \delta_{k} \leftarrow \delta_{0} \sqrt{\prod_{i=1}^{d-1} \max \left\{\left|\sigma_{k}\left(u_{i}\right)\right|,\left|\sigma_{k}\left(u_{i}^{-1}\right)\right|\right\}}$
Specification: $\delta_{1}, \ldots, \delta_{d}$ - real numbers such that $\delta_{k}>1$ and
$\mathcal{C}(B) \subset\left[-\log \delta_{1}, \log \delta_{1}\right] \times \cdots \times\left[-\log \delta_{d}, \log \delta_{d}\right]$
Online:
6: assert $\left|t_{1}+\ldots+t_{d}\right|<\log \delta_{0} \quad \triangleright$ Make sure the point is in the span of the lattice
7: $\quad m \leftarrow\left\lceil B^{-1} t\right\rfloor$
8: $\quad u \leftarrow \prod_{i=1}^{d-1} u_{i}^{m_{i}}$
9: end procedure
Output: unit $u \in \mathbb{Z}_{F}^{\times}$such that

$$
\text { for all } k=1, \ldots, d:|\log | \sigma_{k}(u)\left|-t_{k}\right| \leq \log \delta_{k}
$$

### 3.4. Multiplicative approximation using unit group. In this section we prove

Proposition 3.6. There exists real numbers $\delta_{0}$ and $\delta_{1}, \ldots, \delta_{d}$ (computed by the offline part of the procedure UNIT-ADJUST, Fig. 9) such that there exists an algorithm (online part of the procedure UNIT-ADJUST, Fig. 9) that for any real numbers $t_{1}, \ldots, t_{d}$ finds a unit $u$ of $\mathbb{Z}_{F}$ such that the following inequalities hold

$$
|\log | \sigma_{k}(u)\left|-t_{k}\right| \leq \log \delta_{k} \text { for } k=1, \ldots, d,
$$

under the assumption that $\left|t_{1}+\ldots+t_{d}\right|<\log \delta_{0}$. The runtime of the algorithm is bounded by a polynomial in $\|t\|$.

The offline part of procedure UNIT-ADJUST computes a system of fundamental units $u_{1}, \ldots, u_{d-1} \in$ $\mathbb{Z}_{F}^{\times}$and outputs

$$
\delta_{k}=\delta_{0} \sqrt{\prod_{j=1}^{d-1} \max \left\{\left|\sigma_{k}\left(u_{j}\right)\right|,\left|\sigma_{k}\left(u_{j}^{-1}\right)\right|\right\}}
$$

for $k=1, \ldots, d$, where $\delta_{0}>1$ is some fixed constant.

When called with a target vector $t \in \mathbb{R}^{d}$ satisfying $\left|\left(t, \mathbf{1}_{d}\right)\right|<\log \delta_{0}$, the online part of UNITADJUST simply rounds off $t$ in the basis

$$
B=\left(\begin{array}{ccc|}
\log \left|\sigma_{1}\left(u_{1}\right)\right| & \cdots & \log \left|\sigma_{1}\left(u_{d-1}\right)\right| \\
\vdots & 2 \log \delta_{0} \\
\log \left|\sigma_{d}\left(u_{1}\right)\right| & \cdots & \vdots \\
\log \left|\sigma_{d}\left(u_{d-1}\right)\right| & 2 \log \delta_{0}
\end{array}\right)
$$

to the lattice vector $B m$, where $m=\left\lceil B^{-1} t\right\rfloor \in \mathbb{Z}^{d}$. Then it returns the unit $u=u_{1}^{m_{1}} \cdots u_{d-1}^{m_{d-1}}$.
Proof that UNIT-ADJUST is correct. Because Bm is the unique lattice vector contained in the shifted parallelepiped $t+\mathcal{C}(B)$, the following inequalities hold for $k=1, \ldots, d$ :

$$
\begin{aligned}
\left|(B m)_{k}-t_{k}\right| & \leq \max \left\{x_{k}: x \in \mathcal{C}(B)\right\} \\
& =\frac{1}{2} \max _{y \in\{ \pm 1\}^{d}}(B y)_{k} \\
& =\log \delta_{0}+\frac{1}{2} \sum_{j=1}^{d-1}\left|\log \left(\left|\sigma_{k}\left(u_{j}\right)\right|\right)\right| \\
& =\log \delta_{k},
\end{aligned}
$$

It is also worth noting the above shows that

$$
\mathcal{C}(B) \subset\left[-\log \delta_{1}, \log \delta_{1}\right] \times \cdots \times\left[-\log \delta_{d}, \log \delta_{d}\right]
$$

and $\|B m-t\|_{B} \leq 1$, where $\|x\|_{B}:=\inf \{y>0: x \in \mathcal{C}(B) y\}$.
Now we show that the running time is a polynomial in $\|t\|$ and in the number of bits used to specify $t_{k}$

Proof that UNIT-ADJUST runs in polynomial time. Suppose that the $t_{k}$ are given with $n$ bits of precision. Then they can be specified using $O\left(n+\log \left|t_{k}\right|\right)$ bits as $t_{k}= \pm 2^{\ell-n} s$, where $\ell=\left\lceil\log _{2}\left|t_{k}\right|\right\rceil$ and $s \in\left\{0, \ldots, 2^{n-1}\right\}$ is an $n$-bit integer. First we observe that because the number field is fixed and $\delta_{0}>1$ is an arbitrary fixed constant, the the inverse $B^{-1}$ can be precomputed to sufficiently high precision and stored during the offline part. The vector $m$ can therefore be computed in polynomial time. We also note that its norm is bounded by a polynomial in $\|t\|$. Indeed,

$$
\begin{aligned}
\|m\| & \leq\left\|m-B^{-1} t\right\|+\left\|B^{-1} t\right\| \\
& \leq \frac{\sqrt{d}}{2}+\lambda_{\min }(B)^{-1}\|t\| \\
& \leq O(\|t\|) .
\end{aligned}
$$

This further implies that each $\left|m_{i}\right| \leq O(\|t\|)$, so that the output unit $u=u_{1}^{m_{1}} \cdots u_{d-1}^{m_{d-1}}$ can be computed by polynomially-many multiplications of the fundamental units $u_{i}$. Therefore,

$$
\log \|u\|=O\left(\left|m_{1}\right| \log \left\|u_{1}\right\|+\cdots+\left|m_{d}\right| \log \left\|u_{d}\right\|\right)=O\left(\operatorname{poly}\left(\|t\|,\left\|u_{1}\right\|, \ldots,\left\|u_{d}\right\|\right)\right),
$$

implying that the output unit can indeed be computed in polynomial time.
3.4.1. Implementation aspects. For proving that our algorithm runs in polynomial time it is sufficient to show that $\delta_{k}$ are fixed numbers for a given quaternionic gate set specification. It does not in principal matter how big they are. However, we see that the additive constant $C_{\text {min }}$ in Theorem 3.1 depends on values of $\delta_{k}$. When implementing our algorithm in practice we aim to achieve smallest possible constant $C_{\min }$ while maintaining good performance. For this reason we use the Nearest Plane Algorithm [3] instead of the simple round off procedure shown in Fig. 9. The Nearest Plane Algorithm has runtime that is polynomial in dimension of the lattice and bit sizes of the entries of vectors involved in the computation. In Appendix 6 we show the pseudo-code for the variant of UNIT-ADJUST procedure we use in practice. Precision and complexity analysis above can be extended to this more practical approach. We refer the reader to [55] for a careful precision and performance analysis of a variant of the Nearest Plane algorithm.
The results of applying the nearest plane algorithm depends on the quality of the basis used with it. In practice we apply Hermite-Korkine-Zolotarev [33,36,56] or LLL [55] reduction to the unit lattice basis during the offline step of the algorithm. This allows us to further lower the contribution from $\log \delta_{1}, \ldots, \log \delta_{k}$ to the additive constant $C_{\min }$. Value of $\log \delta_{0}$ can be chosen to be very small, and its contribution to $C_{\text {min }}$ can be made negligible without high computational overhead. Values of $\delta_{k}$ computed based on reduced basis can also be related to the value of the regulator of number field $F$ and known techniques for bounding the regulator can be applied to bound them.
Computing the system of fundamental units of the number field is known to be a hard problem [20, $32,70]$ and can be to costly even for the offline part of the algorithm. In practice we can circumvent this issue to some extend. For our purposes it is sufficient to know the generators of the finite index subgroup of the unit group, but not the unit group itself. Frequently generators of such a subgroup can be computed much faster than the system of fundamental units [59], or are even known in analytic form [74]. We used this approach to obtain values of constant $C_{\min }$ for some of the higher degree number fields.
3.5. On the conjecture related to the approximation algorithm performance. On a high level, the performance of our approximation algorithm depends on the properties of the set of all possible solutions to QAP (Problem 1.4). Let us recall the statement of QAP:
Problem 1.4. (Quaternion approximation problem, QAP). Given
(1) A quaternion gate set specification $\left\langle F, \sigma, a, b, \mathcal{M}, S=\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{M}\right\}\right\rangle$,
(2) target angle $\varphi$
(3) target precision $\varepsilon$
(4) target cost vector $\left(L_{1}, \ldots, L_{M}\right)$ satisfying

$$
L_{1} \log N\left(\mathfrak{p}_{1}\right)+\ldots+L_{M} \log N\left(\mathfrak{p}_{M}\right)-4 \log (1 / \varepsilon) \in\left[C_{\min }, C_{\max }\right]
$$

where constants $C_{\min }, C_{\max }$ depend only on the quaternion gate set specification.
Find $q$ from the generalized Lipschitz order (see Section 2.4) in quaternion algebra $\left(\frac{a, b}{F}\right)$ such that $\operatorname{nrd}(q) \mathbb{Z}_{F}=\mathfrak{p}_{1}^{L_{1}} \ldots \mathfrak{p}_{M}^{L_{M}}$ and $\left\|R_{z}(\varphi)-U_{q}\right\| \leq \varepsilon$, where $\|U\|=\frac{1}{2} \sqrt{\operatorname{Tr}\left(U U^{\dagger}\right)}$.

Recall also, that map $U_{q}$ is constructed in Section 2.1 using the embedding $\sigma: F \rightarrow \mathbb{R}$ that is a part of quaternion gate set specification.
Next we construct a formal description to the set of all solution to QAP. Let $L$ be a generalized Lipschitz order in ( $\frac{a, b}{F}$ ) (Section 2.4). We will use the following set as a part of the description of all possible solutions to QAP:

$$
\operatorname{Sln}_{r, \varphi, \varepsilon}=\left\{q \in L:\left\|U_{q}-R_{z}(\varphi)\right\| \leq \varepsilon, \operatorname{nrd}(q)=r\right\}
$$

The set of all possible norms of quaternions with given cost vector $L_{1}, \ldots, L_{M}$ is given by

$$
\operatorname{nrd}_{L_{1}, \ldots, L_{M}}=\left\{r \in \mathbb{Z}_{F}: r \mathbb{Z}_{F}=\mathfrak{p}_{1}^{L_{1}} \ldots \mathfrak{p}_{M}^{L_{M}}, r \text { is totally positive }\right\}
$$

Using the notation above, the set of all solutions to given instance of QAP is given by:

$$
\operatorname{Sln}_{\mathrm{QAP}}=\bigcup_{r \in \operatorname{nrd}_{L_{1}, \ldots, L_{M}}} \operatorname{Sln}_{r, \varphi, \varepsilon}
$$

Note that for any unit $u$ for $\mathbb{Z}_{F}^{\times}$it is the case that $U_{q}=U_{q u}$. For this reason, the set of all solutions can be obtained as:

$$
\operatorname{Sln}_{\mathrm{QAP}}=\bigcup_{r \in \operatorname{nrd}_{L_{1}, \ldots, L_{M}} /\left(\mathbb{Z}_{F}^{\times}\right)^{2}} \operatorname{Sln}_{r, \varphi, \varepsilon},
$$

where the set $\operatorname{nrd}_{L_{1}, \ldots, L_{M}} /\left(\mathbb{Z}_{F}^{\times}\right)^{2}$ is finite. Its size is equal to the size of the set:

$$
\left\{u \in \mathbb{Z}_{F}^{\times}: u \text { is totally positive }\right\} /\left(\mathbb{Z}_{F}^{\times}\right)^{2}
$$

Let us now discuss the structure of the set $\operatorname{Sln}_{r, \varphi, \varepsilon}$. Consider $q$ from $\operatorname{Sln}_{r, \varphi, \varepsilon}$. Quaternion $q$ can be described by two elements $z_{1}, z_{2}$ of $\mathbb{Z}_{K}$ as

$$
q=e_{1}^{-1}\left(z_{1}\right)+e_{2}^{-1}\left(z_{2}\right)
$$

Note that equality $r=z_{1} z_{1}^{*}-b z_{2} z_{2}^{*}$ and condition $\left\|U_{q}-R_{z}(\varphi)\right\| \leq \varepsilon$ imply that

$$
\operatorname{Re}\left(\left(\sigma_{1,+}\left(z_{1}\right)-z_{0}\right) e^{i \varphi / 2}\right) \geq 0, \sigma_{k,+}\left(z_{1}\right) \leq \sigma_{k}(r)
$$

where $z_{0}=\sqrt{\sigma_{1}(r)}\left(1-\varepsilon^{2}\right) e^{-i \varphi / 2}$. In other words $z_{1}$ belongs to the set $\operatorname{Cand}_{r, \varphi, \varepsilon}$ defined as:

$$
\operatorname{Cand}_{r, \varphi, \varepsilon}=\left\{z \in \mathbb{Z}_{K}: \operatorname{Re}\left(\left(\sigma_{1,+}\left(z_{1}\right)-z_{0}\right) e^{i \varphi / 2}\right) \geq 0, \sigma_{k,+}\left(z_{1}\right) \leq \sigma_{k}(r)\right\}=\left\{z: \boldsymbol{\sigma}(z) \in S_{r, \varphi, \varepsilon}\right\}
$$

The observations above allows us to rewrite the set $\operatorname{Sln}_{r, \varphi, \varepsilon}$ as following:

$$
\operatorname{Sin}_{r, \varphi, \varepsilon}=\bigcup_{z_{1} \in \operatorname{Cand}_{r, \varphi, \varepsilon}}\left\{e_{1}^{-1}\left(z_{1}\right)+e_{2}^{-1}\left(z_{2}\right): z_{2} \in \mathbb{Z}_{K},\left|z_{2}\right|^{2}=\left(r-\left|z_{1}\right|^{2}\right) /(-b)\right\}
$$

Note that some sets in the above union can be empty, because the relative norm equation $\left|z_{2}\right|^{2}=$ $\left(r-\left|z_{1}\right|^{2}\right) /(-b)$ does not always have a solution. Motivated by this fact we can define the set

$$
\operatorname{Term}_{r, \varphi, \varepsilon}=\left\{z_{1} \in \operatorname{Cand}_{r, \varphi, \varepsilon}: \text { there exists } z_{2} \in \mathbb{Z}_{K} \text { such that }\left|z_{2}\right|^{2}=\left(r-\left|z_{1}\right|^{2}\right) /(-b)\right\}
$$

Let us assume that we have an oracle for solving the relative norm equations and drawing points from $\operatorname{Term}_{r, \varphi, \varepsilon}$. Under this assumptions we could have the following algorithm for solving QAP:
(1) Pick random $r$ from $\operatorname{nrd}_{L_{1}, \ldots, L_{M}}$
(2) Pick $z_{1}$ from Term ${ }_{r, \varphi, \varepsilon}$
(3) Find $z_{2}$ by solving relative norm equation $\left|z_{2}\right|^{2}=\left(r-\left|z_{1}\right|^{2}\right) /(-b)$
(4) Return $q=e_{1}^{-1}\left(z_{1}\right)+e_{2}^{-1}\left(z_{2}\right)$

Suppose now, that we don't have an oracle for drawing points from Term $r, \varphi, \varepsilon$. We can modify our algorithm as following:
(1) Pick random $r$ from $\operatorname{nrd}_{L_{1}, \ldots, L_{M}}$
(2) Pick random element $z_{1}$ from Cand $_{r, \varphi, \varepsilon}$
(3) Check if $z_{1}$ is in Term ${ }_{r, \varphi, \varepsilon}$. If this is not the case return to Step 2.
(4) Find $z_{2}$ by solving relative norm equation $\left|z_{2}\right|^{2}=\left(r-\left|z_{1}\right|^{2}\right) /(-b)$
(5) Return $q=e_{1}^{-1}\left(z_{1}\right)+e_{2}^{-1}\left(z_{2}\right)$

Note that if the ratio $\left|\operatorname{Term}_{r, \varphi, \varepsilon}\right| /\left|\operatorname{Cand}_{r, \varphi, \varepsilon}\right|$ were in $\Omega(1 / \log (1 / \varepsilon))$, then our algorithm would still run in polynomial time. In practice we don't have an oracle that solves all relative norm equations in polynomial time (or even checks if there is a solution to given relative norm equation). However, if we restrict the possible right hand sides of the relative norm equation we can check the existence of the solution and find one in polynomial time. This motivates the following definition:

$$
\operatorname{PolyTerm}_{r, \varphi, \varepsilon}=\left\{z_{1} \in \operatorname{Term}_{r, \varphi, \varepsilon}: N_{K / \mathbb{Q}}\left(\left(r-\left|z_{1}\right|^{2}\right) /(-b)\right) \text { is a rational prime }\right\}
$$

This gives us the following algorithm, which is very close to the procedure APPROXIMATE in Fig. 3:
(1) Pick random $r$ from $\operatorname{nrd}_{L_{1}, \ldots, L_{M}}$
(2) Pick random element $z_{1}$ from Cand $_{r, \varphi, \varepsilon}$
(3) Check if $z_{1}$ is in PolyTerm ${ }_{r, \varphi, \varepsilon}$. If this is not the case return to Step 2.
(4) Find $z_{2}$ by solving relative norm equation $\left|z_{2}\right|^{2}=\left(r-\left|z_{1}\right|^{2}\right) /(-b)$
(5) Return $q=e_{1}^{-1}\left(z_{1}\right)+e_{2}^{-1}\left(z_{2}\right)$

If the ratio $\left|\operatorname{PolyTerm}_{r, \varphi, \varepsilon}\right| /\left|\operatorname{Cand}_{r, \varphi, \varepsilon}\right|$ were in $\Omega(1 / \log (1 / \varepsilon))$ and we were drawing samples from Cand $_{r, \varphi, \varepsilon}$ sufficiently uniformly, the algorithm above would still run in polynomial time. In this case in the absence of the oracle for solving arbitrary norm equation. Note the above discussion implies, that

$$
\frac{\mid \text { PolyTerm }_{r, \varphi, \varepsilon} \mid}{\left|\operatorname{Cand}_{r, \varphi, \varepsilon}\right|}=\frac{\mid \text { PolyTerm }_{r u^{2}, \varphi, \varepsilon} \mid}{\left|\operatorname{Cand}_{r u^{2}, \varphi, \varepsilon}\right|} \text { for any } u \in \mathbb{Z}_{F}^{\times} .
$$

For this reason, the ratio above is well defined for $r /\left(\mathbb{Z}_{F}^{\times}\right)^{2}$. The conjecture that implies that our algorithm runs in polynomial time is the following:

Conjecture 3.8. Keeping the notation introduced before in this section, for any $r$ from

$$
\operatorname{nrd}_{L_{1}, \ldots, L_{M}} /\left(\mathbb{Z}_{F}^{\times}\right)^{2}=\left\{r \in \mathbb{Z}_{F}: r \mathbb{Z}_{F}=\mathfrak{p}_{1}^{L_{1}} \ldots \mathfrak{p}_{M}^{L_{M}}, r \text { is totally positive }\right\} /\left(\mathbb{Z}_{F}^{\times}\right)^{2}
$$

the ratio $\left|\operatorname{PolyTerm}_{r, \varphi, \varepsilon}\right| /\left|\operatorname{Cand}_{r, \varphi, \varepsilon}\right|$ is in $\Omega(1 / \log (1 / \varepsilon))$.
Recently it was pointed out by Peter Sarnak [62] that the questions about properties of solutions to QAP (Problem 1.4) can be studied using the methods developed in [47, 48] and used to study the spectral gap of the Hecke operator associated to different gate sets.

## 4. Relative norm equations

In this section we show how a solution $z \in K$ to a relative norm equation of the form $N_{K / F}(z)=e$ between a CM field $K$ and its totally real subfield $F=K \cap \mathbb{R}$ can be efficiently computed, provided such solutions exist at all for the given right hand side $e \in \mathbb{Z}_{F}$. The totally positive element $e$ arises from the RANDOM-INTEGER-POINT step in lines 9 and 10 in the main algorithm (see Figure 3). Formally, we deal with the following problem:

Problem 4.1 (CM relative norm equation). Let $K / F$ be a CM field of constant degree over $\mathbb{Q}$ and let $e$ be a totally positive element of $\mathbb{Z}_{F}$. The task is to find an element $z$ of $\mathbb{Z}_{K}$ such that $N_{K / F}(z)=z z^{*}=e$ in time polynomial in the bit-size of $e$, provided such an element $z$ exists.

In the following we describe our approach in solving a relative norm equation as in Problem 4.1 and give pseudo-code implementations of IS-EASILY-SOLVABLE step in line 11 and FAST-SOLVE-NORM-EQ in line 12 of the main algorithm in Figure 3.

Relative norm equations of the form $N_{K / F}(z)=e$ have been studied in the literature before. Early approaches include various methods that proceed by establishing a bounding box that will contain a solution provided it exists and then checks the candidates in the bounding box [11, 21, 27, 59]. Unfortunately, these methods are exponential in the bit-size of the right hand side. Next, there is a method based on $S$-units $[16,64]$. This requires the factorization of the right hand side of the equation, along with precomputation of the relative class group of the extension $K / F$, and some additional data that is dependent on the right hand side. Therefore, it is not clear that the resulting algorithm runs in polynomial time. Relative norm equations have also been studied in the context of cryptanalysis of lattice based cryptography, e.g., of the NTRU system. See also [29], where an algorithm is described to solve relative norm equations for cyclotomic fields over their totally real subfield. This algorithm uses Fermat's little theorem for ideals in $\mathbb{Z}_{K}$ in conjunction with LLL reduction to find a solution, which is known to exist in the context in which the algorithm is applied, see also [28]. However, like Simon's $S$-unit based algorithm, the algorithm relies on some properties of the right hand side, and therefore does not seem to run in time that is a polynomial in the bit-size of the right hand side.
We take a different route in which precompute a finite set of attributes of $K / F$ that do not depend on the right hand side $e$. Our method is similar to [37, Algorithm 4.10] in that it reduces the problem for general right hand side to a bounded size instance. Furthermore, we leverages the fact that $K$ is a CM field and that the right hand side is of a particular form, which we call benign integers. These are characterized in terms of a finite set $\mathcal{P}=\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{k}\right\} \subset \mathbb{Z}_{F}$ :

Definition 4.2 ( $\mathcal{P}$-benign integers). Let $\mathcal{P}$ be a set of prime ideals of $\mathbb{Z}_{F}$. An integer $e \in \mathbb{Z}_{F}$ is called benign if it is totally positive and the prime factorization of the ideal generated by $e$ satisfies

$$
\begin{equation*}
e \mathbb{Z}_{F}=\mathfrak{q} \prod_{\mathfrak{p} \in \mathcal{P}} \mathfrak{p}^{e(\mathfrak{p})} \tag{16}
\end{equation*}
$$

where $\mathfrak{q}$ is prime and $e(\mathfrak{p}) \geq 0$ for all $\mathfrak{p} \in \mathcal{P}$.
The primes in $\mathcal{P}$ are defined by the user parameter $P$ in algorithm APPROXIMATE (Figure 3) and are precomputed by the offline part of procedure IS-EASILY-SOLVABLE (Figure 10).
4.1. Measuring the bit-size of the input. There are several natural ways to measure the bitsize of the algebraic numbers that are involved as the input and the output of a relative norm equation. We briefly discuss some of these definitions and show that in our case they are all within a constant factor of each other.
Let $K / \mathbb{Q}$ be a Galois extension and let $B=\left\{b_{1}, \ldots, b_{n}\right\}$ be a basis for $\mathbb{Z}_{K}$ over $\mathbb{Q}$, where $n=[K$ : $\mathbb{Q}]$, i.e., $\mathbb{Z}_{K}=\bigoplus_{i=1}^{n} b_{i} \mathbb{Z}$. Any $x \in \mathbb{Z}_{K}$ can then be represented as $x=\sum_{i=1}^{n} b_{i} x_{i}$ where $x_{i} \in \mathbb{Z}$, i.e., we can define the bit-size with respect to $B$ as $\|x\|_{B}:=\sum_{i=1}^{n}\left|x_{i}\right|$. Alternatively, for CM fields, have $n=2 d$ where $[F: \mathbb{Q}]=d$ and we can use the quadratic form $T_{2}(x)=\sum_{i=1}^{d}\left|\sigma_{i}(x)\right|^{2}$ as a measure for the bit-size of $x$. Also, we can use a notion of bit-size that is valid for general ideals $I \subseteq \mathbb{Z}_{K}$ and not just for the principal ideals $e \mathbb{Z}_{F}$ : following [5] we first choose a matrix $M \in \mathbb{Z}^{n \times n}$ for a basis of $I$ expressed over an integral basis of $\mathbb{Z}_{K}$. If $M$ is in Hermite Normal Form, then each entry can be bounded by $|\operatorname{det}(M)|=N_{K / \mathbb{Q}}(I)$, i.e., we can define $S(I):=n^{2} \log _{2}\left(N_{K / \mathbb{Q}}(I)\right)$ as the bit-size of $I$. For principal ideals, as in [5] we define $S(x):=n \log _{2}\left(\max _{i}\left|x_{i}\right|\right)$.
It turns out that $T_{2}(x)$ and $S(x)$ are related. More precisely, we have the following result that we cite from [5]:

Lemma 4.3. Let $K / \mathbb{Q}$ be a $C M$ field, let $x \in \mathbb{Z}_{K}$, and let $\Delta_{K}=\operatorname{det}\left(T_{2}\left(b_{i}, b_{j}\right)\right)^{2}$ denote the discriminant of $K$. Then the bound $\frac{1}{2} \log _{2}\left(T_{2}(x)\right) \leq \widetilde{O}\left(S(x) / n+n^{2}+\log _{2}\left(\Delta_{K}\right)\right)$ holds. Furthermore, we have that $S(x) \leq \widetilde{O}\left(d\left(d+\frac{1}{2} \log _{2}\left(T_{2}(x)\right)\right)\right)$.

We next establish a bound that allows to relate $T_{2}(x)$ to the bit-size of the expansion of $x$ with respect to any given basis $B$.

Lemma 4.4. Let $K / \mathbb{Q}$ be a $C M$ field and let $B=\left\{b_{1}, \ldots, b_{n}\right\}$ be an integral basis for $K$ over $\mathbb{Q}$, where $n=[K: \mathbb{Q}]$. For $x=\sum_{i=1} x_{i} b_{i} \in K$ define the bit size of $x$ with respect to the basis $B$ as $\|x\|_{B}:=\sum_{i=1}^{n}\left|x_{i}\right|^{2}$. Let $M=\left[\operatorname{Tr}\left(b_{i} b_{j}^{*}\right)\right]_{i, j=1, \ldots, n}$ be the Gram matrix of $B$ and let $\lambda_{\max }$ and $\lambda_{\min }$ be the largest, respectively smallest eigenvalue of $M$. Then

$$
\lambda_{\min }\|x\|_{B} / 2 \leq T_{2}(x) \leq \lambda_{\max }\|x\|_{B} / 2 .
$$

Proof. Let $x \in K$ and let $x=\sum_{i=1}^{n} x_{i} b_{i}$ be its expansion over the chosen basis. Recalling that $T_{2}(x)=\operatorname{Tr}_{F / \mathbb{Q}}\left(x x^{*}\right)=\operatorname{Tr}_{K / \mathbb{Q}}\left(x x^{*}\right) / 2$ we obtain that $T_{2}(x)=\sum_{i, j=1}^{n} x_{i} x_{j}^{*} \operatorname{Tr}\left(b_{i} b_{j}^{*}\right) / 2$. We can rewrite this as $T_{2}(x)=\left(x_{1}, \ldots, x_{n}\right) M\left(x_{1}, \ldots, x_{n}\right)^{t} / 2$ where $M$ is the integer valued, symmetric, and positive-definite matrix with entries $M_{i, j}=\operatorname{Tr}\left(b_{i} b_{j}^{*}\right)$. By diagonalizing $M$ in an eigenbasis, we see that $\lambda_{\text {min }}\|x\|_{B} / 2 \leq T_{2}(x) \leq \lambda_{\max }\|x\|_{B} / 2$ as claimed.

In the approach taken in this paper the field $K$ is considered to be a constant. This implies that quantities such as the degree $[K: \mathbb{Q}]$ or the discriminant $\Delta_{F}$ of the totally real subfield $F=K^{+}$ are constants. By choosing $B$ to be an LLL-reduced basis we obtain from Lemma 4.4 that $T_{2}(x)$ and $\|x \mid\|_{B}$ are related by a constant factor, see also [4]. To summarize, Lemmas 4.3 and 4.4 imply that all measures of bit-size considered in the following are within constant factors of each other.
4.2. Hermite normal form and lifting of ideals. In order to represent ideals in rings of integers, Hermite normal forms are an indispensable tool [15, 16]. We cite a result from [68] that allows to give a polynomial bound on both, the complexity of computing a Hermite Normal Form (HNF) of an integer matrix, and the bit-size of the output. See also [67] for a discussion and comparison with other efficient algorithms to compute HNFs.

Theorem 4.5. Let $A \in \mathbb{Z}^{n \times m}$ be a rank $r$ integer matrix and let $\|A\|:=\max _{i, j}\left|A_{i, j}\right|$. There exists a deterministic algorithm that computes the HNF of $A$ in time $\widetilde{O}\left(m^{\theta} n \log \|A\|\right)$, where the $\widetilde{O}$ notation ignores log-factors and $2 \leq \theta \leq 2.373$ is the exponent for matrix multiplication.

We now discuss how to lift primes ideals in $\mathbb{Z}_{F}$ to prime ideals in $\mathbb{Z}_{K}$. Write $K=F(\theta)$, where $\theta$ is a primitive element. Recall that the conductor of $K / F$ is defined as $\mathfrak{F}=\left\{x \in \mathbb{Z}_{K}: x \mathbb{Z}_{K} \subseteq \mathbb{Z}_{F}[\theta]\right\}$. It is well known, see e.g. [53, Ch. I, Prop. 8.3] or [49, Ch. 3, Thm. 27] or [16, Prop. 2.3.9], that at least the prime ideals that are coprime with $\mathfrak{F}$ can be easily lifted via a reduction to factoring the minimal polynomial of $\theta$ over a suitable finite field as described in following. Being coprime with the conductor is equivalent to being coprime with $\left|\mathbb{Z}_{K} / \mathbb{Z}_{F}[\theta]\right|$ which leaves only a finite set of primes for which it does not hold, i.e., these primes will be added to the exceptional set $\mathcal{P}$.

Theorem 4.6. Let $K / F$ be a Galois extension where $K=F(\theta)$. Denote by $g(X) \in F[X]$ the minimal polynomial of $\theta$ and by $\mathfrak{F}$ the conductor of $K / F$. Let $\mathfrak{p}$ be a prime ideal in $\mathbb{Z}_{F}$ that is coprime with $\mathfrak{F}$. Let $\mathbb{F}=\mathbb{Z}_{F} / \mathfrak{p}$ be the finite field corresponding to the residues $\bmod \mathfrak{p}$ and let

$$
\bar{g}(X)=\bar{g}_{1}(X)^{e_{1}} \cdots \bar{g}_{r}(X)^{e_{r}} \in \mathbb{F}[X]
$$

be the factorization of $\bar{g}(X)=g(X) \bmod \mathfrak{p}$ into irreducible polynomials $\bar{g}_{i}(X)=g_{i}(X) \bmod \mathfrak{p} \in$ $\mathbb{F}[X]$ where all $\bar{g}_{i}(X)$ are chosen to be monic polynomials. Then the ideals

$$
\begin{equation*}
\mathfrak{P}_{i}:=\mathfrak{p} \mathbb{Z}_{K}+g_{i}(\theta) \mathbb{Z}_{K} \tag{17}
\end{equation*}
$$

are precisely the prime ideals of $\mathbb{Z}_{K}$ that are lying over $\mathfrak{p}$ and all these ideals are pairwise different.
We next analyze the time-complexity of computing the list of ideals $\mathfrak{P}_{i}$ lying over $\mathfrak{p}$. Factoring of a polynomial $f(X)$ of degree $n$ over a finite field $\mathbb{F}_{q}$ of size $q$ is known to run in time polynomial in $n$ and $\log (q)$ [72, Theorem 14.14]:
Theorem 4.7. Let $\mathbb{F}_{q}$ be a finite field and let $f(X) \in \mathbb{F}_{q}[X]$ be a polynomial of degree $n$. Then there exists a probabilistic polynomial time algorithm that computes the factorization of $f(X)=$ $\prod_{i=1}^{k} f_{i}(X)$ into irreducible polynomials over $\mathbb{F}_{q}$. The probability of success of the algorithm is at least $1 / 2$ and the expected running time can be bounded by $\widetilde{O}\left(n^{2} \log q\right)$.

The algorithm in Theorem 4.7 proceeds in 3 stages, namely (i) squarefree factorization, (ii) equal degree factorization, and finally (iii) distinct degree factorization. As in our case $[K: F]=2$ we only have two possibilities of possible splitting behavior of $\bar{g}(X)$ : either a) this polynomial is irreducible which according to Theorem 4.6 corresponds to the case in which $\mathfrak{p}$ is inert as $g_{i}(\theta)=0$ and $\mathfrak{p}$ itself generates a prime ideal in $\mathbb{Z}_{K}$ or b ) the polynomial splits as $\bar{g}(X)=\bar{g}_{1}(X) \bar{g}_{2}(X)$ where both factors are linear. This corresponds to the case where there are two ideals $\mathfrak{P}_{1}$ and $\mathfrak{P}_{2}$ lying over $\mathfrak{p}$. On account of Galois theory in this case have that $\mathfrak{P}_{2}=\mathfrak{P}_{1}^{*}$.
Using Theorem 4.7 we obtain a refined version of Theorem 4.6 that bounds the running-time of finding the ideals lying over a given prime ideal $\mathfrak{p}$ in terms of the bit complexity of $\mathfrak{p}$.

Corollary 4.8. Let $K / F$ be a $C M$ field where $K=F(\theta)$. Let $\mathfrak{p} \subseteq \mathbb{Z}_{F}$ be a prime ideal and let $n=S(\mathfrak{p})$ be the bit-size of $\mathfrak{p}$. Then there exists a polynomial time algorithm to compute all ideals $\mathfrak{P}$ lying over $\mathfrak{p}$. Furthermore, the bit-size of the $\mathfrak{P}$ is polynomial in $n$.

Proof. Let $g(X) \in F[X]$ be the minimal polynomial of $\theta$ and let $\mathbb{F}_{q}:=\mathrm{O}_{F} / \mathfrak{p}$ be the finite field that arises as the residue field of $\mathfrak{p}$. Using Theorem 4.7 we see that we can compute the factorization $\bar{g}(X)=\prod_{i=1}^{r} \bar{g}_{i}(X)$ into irreducibles in polynomial time in $n$. For each factor $\bar{g}_{i}$ we can determine a corresponding lifting $g_{i}(X)$ by considering the components in of $\mathbb{F}_{q}$ as elements of $F$ while maintaining the same bit-size, i.e., we obtain that the element $g_{i}(\theta)$ has a bit-size that is polynomial in $n$ as well. Now, we construct the 2 -generator representation of $\mathfrak{P}$ as in eq. (17). We next find an HNF representation of this ideal: as $\theta$ obeys a quadratic equation $F$ we can choose $B=\{1, \theta\}$ as a basis of $K / F$. Hence, we obtain a set of generators in the form

$$
H=\left(\begin{array}{cccc}
A & 0 & a & b \\
0 & A & c & d
\end{array}\right) \in \mathbb{Z}^{2 d \times 4 d}
$$

where $n=2 d, A$ is an HNF for $\mathfrak{p}$, and the matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ is the expansion over $\mathbb{Z}$ of the linear map that describes the multiplication by $g_{i}(\theta)$ with respect to $B$. Note that all coefficients of $H$ are bounded in bit-size by a polynomial in $n$. We now use Theorem 4.5 to compute an HNF $H^{\prime}$ for $H$, and hence the ideal $\mathfrak{P}$, in time polynomial in $n$. Theorem 4.5 also implies that the output size, i.e., all coefficients of $H^{\prime}$, are polynomial in $n$.
4.3. Outline of our algorithm to solve relative norm equations. Let $K$ be a CM field over its totally real subfield $F:=K^{+}$and denote by $\left\{\sigma_{1}, \ldots, \sigma_{d}\right\}$ the real embeddings of $F$ into $\mathbb{R}$, i.e, we have that $[K: F]=2$ and $[F: \mathbb{Q}]=d$. The extension $K / F$ is Galois and its Galois group is
generated by complex conjugation, i.e., $\operatorname{Gal}(K / F)=\langle\tau\rangle$, where $\tau(x):=x^{*}$. Furthermore, denote by $\mathbb{Z}_{F}$ and $\mathbb{Z}_{K}$ the rings of integers in $K$ and $F$, respectively. Recall that for an ideal $I \subseteq \mathbb{Z}_{K}$ the norm is defined as $N_{K / F}(I):=\left|\mathbb{Z}_{K} / I\right|$ which for principal ideals $I=(x)$ coincides with the usual definition as the product of all Galois conjugates, i.e., $N_{K / F}((x))=x \cdot x^{*}$.
For a given element $e \in \mathbb{Z}_{F}$, our approach to solving the relative norm equation $N_{K / F}(z)=e$ where $z \in \mathbb{Z}_{K}$ relies on the observation that if $I \cdot I^{*}=e \mathbb{Z}_{F}$ is a factorization of ideals in $\mathbb{Z}_{F}$ and $\eta$ is an arbitrary non-zero element in the lattice generated by $I$, then we have that $N_{K / F}(I) \mid N_{K / F}(\eta)$. This alone would not be a very useful property as potentially the quantity on the right might be unbounded. Using the fact that $[K: F]=2$ is constant and that $K$ is a CM field we will however be able to show that for suitable $\eta$ the quotient $N_{K / F}(\eta) / N_{K / F}(I)$ will be a constant that just depends on the CM field $K$ and not on the right hand side $e$ of the norm equation (4.1). Furthermore, we will show that we can find such $z$ in polynomial time, provided that $e$ is benign.
In the next two sections we show that there exists a probabilistic algorithm that runs in polynomial time (with respect to the bit-size of the right hand side $e$ ) and finds an element $z$ such that $N_{K / F}(z)=e$ or else reports that no such element exists. We show this first for the case where $e$ generates a prime ideal and then in a subsection section for the case of general benign $e$. The algorithm proceedings in several stages:

Step 1 Determine whether the right hand side $e \mathbb{Z}_{F}$ is prime, respectively benign.
Step 2 If $e \mathbb{Z}_{F}$ is prime, respectively benign, extract $\mathfrak{q}$ from the prime decomposition eq. (16).
Step 3 Compute a prime ideal $\mathfrak{Q}$ lying over $\mathfrak{q}$ using Theorem 4.6.
Step 4 For all ideals $\mathfrak{p}_{\mathfrak{i}}$ in $\mathcal{P}$, precompute all ideals $\mathfrak{P}_{\mathrm{i}, \mathrm{j}}$ lying over them. This can be done offline.
Step 5 For all exponents $\mathbf{e}_{i, j}$, where the tuple $\mathbf{e}$ is taken from a bounded set of candidates, compute $I:=\mathfrak{Q} \cdot \mathfrak{P}_{1,1}^{\mathbf{e}_{1,1}} \cdots \ldots \cdot \mathfrak{P}_{k}^{\mathbf{e}_{k, \ell_{k}}}$ and apply the following steps to all candidates. In the case of prime $e \mathbb{Z}_{F}$ this step can be omitted and $I:=\mathfrak{Q}$.
Step 6 Compute LLL reduced basis for lattice $I$ to obtain an approximation $\eta$ to the SVP for $I$.
Step 7 Compute the norm of $\eta$ and compute $\gamma:=N_{K / F}(\eta) / N_{K / F}(I)$ and attempt to solve the norm equation for $\gamma$ using a known method such as [64]. Let $w$ be such that $N_{K / F}(w)=\gamma$.
Step 8 Output "fail" if no such solution exists. Otherwise, return a solution $z=\eta w \in \mathbb{Z}_{K}$.
We will provide a proof that all steps can be performed by a classical algorithm whose runtime is polynomial in the bit-size of $e$, where in Section 4.5 we show this for the somewhat simpler, however in practice frequently occurring, case where the right hand side $e \mathbb{Z}_{F}$ generates a prime ideal and then sketch in Section 4.6 how the case of any benign $e$ can be handled. Before we can prove this, we need another technical result, namely that it is indeed possible to find an element $\eta$ as needed for Steps 6 and 7 such that the co-factor $\gamma:=N_{K / F}(\eta) / N_{K / F}(I)$ is bounded.
4.4. Bounding the co-factor. Assuming that the norm equation $I \cdot I^{*}=e \mathbb{Z}_{K}$ is solvable implies that $I=\xi \mathbb{Z}_{K}$ for some element $\xi \in \mathbb{Z}_{K}$. We now show that we can find an element $\eta \in \xi \mathbb{Z}_{K}$ such that the quotient of the norms of $I$ and $\eta \mathbb{Z}_{K}$ is a constant. We consider $I$ to be a $2 d$ dimensional $\mathbb{Z}$ lattice, where $d=[F: \mathbb{Q}]$. This means that there exists a basis $\left\{a_{1}, \ldots, a_{2 d}\right\} \subset K$ such that $I=a_{1} \mathbb{Z}+\ldots+a_{2 d} \mathbb{Z}$. Recall further that there is a quadratic form on $I$ defined by $(x, y):=\operatorname{Tr}_{K / \mathbb{Q}}\left(x y^{*}\right)$ and that the Gram matrix $G_{i, j}:=\left(a_{i}, a_{j}\right)$ is integer valued, i.e., $G \in \mathbb{Z}^{2 d \times 2 d}$. Furthermore, for the volume of the fundamental parallelepiped of $I$, the identity $\operatorname{vol}(I)=\sqrt{\operatorname{det}(G)}$ holds [51]. The fact that $I=\xi \mathbb{Z}_{K}$ is principal is used in the following lemma to compute $\operatorname{vol}(I)$ in terms of the absolute norm of $\xi$ :

Lemma 4.9. For each $I=\xi \mathbb{Z}_{K}$, we have that $\operatorname{vol}(I)=\operatorname{vol}\left(\mathbb{Z}_{K}\right) \cdot N_{K / \mathbb{Q}}(\xi)$.

Proof. We first choose a basis $\left\{b_{1}, \ldots, b_{2 d}\right\}$ of $\mathbb{Z}_{k}$ over $\mathbb{Z}$, i.e., $\mathbb{Z}_{K}=b_{1} \mathbb{Z}+\ldots b_{2 d} \mathbb{Z}$. With respect to this basis, multiplication with the fixed element $\xi$ is a linear transformation $M_{\xi}$ defined via $M_{\xi}\left(x_{1}, \ldots, x_{2 d}\right)=\xi\left(b_{1} x_{1}+\ldots+b_{2 d} x_{2 d}\right)$, and the determinant of $M_{\xi}$ is equal to the norm $N_{K / \mathbb{Q}}(\xi)$. Note also, as $K$ is a CM field, all Galois automorphisms $\sigma \in \operatorname{Gal}(K / \mathbb{Q})$ come in complex conjugate pairs, i.e., $N_{K / \mathbb{Q}}(\xi) \geq 0$, i.e., $N_{K / \mathbb{Q}}(\xi)=\left|\operatorname{det}\left(M_{\xi}\right)\right|$.
By applying a base change to the Gram matrix $G$ in which we go from pairs of conjugates $\sigma_{i}, \bar{\sigma}_{i}$ to $\operatorname{Re}\left(\sigma_{i}\right), \operatorname{Im}\left(\sigma_{i}\right)$, where by convention we order the Galois automorphisms in such a way that the first $d$ are pair-wise non-conjugates under complex conjugations, i.e., $\bar{\sigma}_{i} \neq \sigma_{j}$ for all $1 \leq i<j \leq d$.
For general $x_{i} \in K$ we denote by $V\left(x_{1}, \ldots, x_{2 d}\right)$ the matrix

$$
V\left(x_{1}, \ldots, x_{2 d}\right)=\left(\begin{array}{ccc}
\operatorname{Re}\left(\sigma_{1}\left(x_{1}\right)\right) & \ldots & \operatorname{Re}\left(\sigma_{1}\left(x_{2 d}\right)\right) \\
\operatorname{Im}\left(\sigma_{1}\left(x_{1}\right)\right) & \ldots & \operatorname{Im}\left(\sigma_{1}\left(x_{2 d}\right)\right) \\
\vdots & \ddots & \vdots \\
\operatorname{Re}\left(\sigma_{d}\left(x_{1}\right)\right) & \ldots & \operatorname{Re}\left(\sigma_{d}\left(x_{2 d}\right)\right) \\
\operatorname{Im}\left(\sigma_{d}\left(x_{1}\right)\right) & \ldots & \operatorname{Im}\left(\sigma_{d}\left(x_{2 d}\right)\right)
\end{array}\right) .
$$

Using this matrix we can then express the volume of $I$ as $\operatorname{vol}(I)=\sqrt{\operatorname{det}(G)}=\left|\operatorname{det}\left(V\left(a_{1}, \ldots, a_{2 d}\right)\right)\right|$, where the set $\left\{a_{i}: i=1, \ldots, 2 d\right\}$ forms a basis for $I$ over $\mathbb{Z}$.
Next, we observe that the matrices $V_{I}:=V\left(a_{1}, \ldots, a_{2 d}\right)$ and $V_{\mathbb{Z}_{K}}:=V\left(b_{1}, \ldots, b_{2 n}\right)$ are related via $V_{I}=M_{\xi} V_{\mathbb{Z}_{K}}$. From this we conclude that

$$
\operatorname{vol}(I)=\sqrt{\operatorname{det}(G)}=\left|\operatorname{det}\left(V_{I}\right)\right|=\left|\operatorname{det}\left(M_{\xi}\right)\right| \cdot\left|\operatorname{det}\left(V_{\mathbb{Z}_{K}}\right)\right|=N_{K / \mathbb{Q}}(\xi) \cdot \operatorname{vol}\left(\mathbb{Z}_{K}\right)
$$

as claimed.

We now show how to find an element $\eta \in \xi \mathbb{Z}_{K}$ such that the quotient of the norms of $I$ and $\eta \mathbb{Z}_{K}$ is a constant as mentioned in the beginning of this section.

Lemma 4.10. Let $I=\xi \mathbb{Z}_{K}$ be an ideal in $\mathbb{Z}_{K}$ such that $I \cdot I^{*}=e \mathbb{Z}_{K}$. Then there exists $\eta \in \mathbb{Z}_{K}$ such that $N_{K / \mathbb{Q}}(\xi / \eta)$ is upper bounded by a constant $C_{K}$ that depends just on the extension $K / \mathbb{Q}$.

Proof. As above, we consider $I$ as a lattice $I=a_{1} \mathbb{Z}+\ldots+a_{2 d} \mathbb{Z}$. We now use the LLL algorithm on the basis $\left\{a_{1}, \ldots, a_{2 d}\right\} \subset \mathbb{R}^{2 d}$. Using the LLL algorithm described in [54] it is known that the first vector $v=\mathbf{b}_{1}$ in the LLL reduced basis $\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{2 d}\right\}$ for $I$ satisfies the following bound:

$$
\|v\| \leq(4 / 3)^{(2 d-1) / 4} \operatorname{vol}(I)^{1 / 2 d}
$$

As $I=\xi \mathbb{Z}_{K}$ is by assumption principal and $v \in I$, there exists an element $\eta \in \mathbb{Z}_{K}$ such that $v=\eta \xi$. In order to finish the proof of the lemma, it remains to show that the norm of $\eta$ is upper bounded by a constant that just depends on $K$ alone and is in particular independent of the right hand side $e$ of the norm equation:

$$
\begin{aligned}
& N_{K / \mathbb{Q}}(\eta)=N_{K / \mathbb{Q}}(v) / N_{K / \mathbb{Q}}(\xi)=\prod_{i=1}^{d}\left|\sigma_{i}(v)\right|^{2} / N_{K / \mathbb{Q}}(\xi) \\
& \stackrel{\text { AGM }}{\leq}\left(\frac{1}{d} \sum_{i=1}^{d}\left|\sigma_{i}(v)\right|^{2}\right)^{d} / N_{K / \mathbb{Q}}(\xi)=\left(\frac{1}{2 d} \operatorname{Tr}_{K / \mathbb{Q}}\left(v v^{*}\right)\right)^{d} / N_{K / \mathbb{Q}}(\xi) \\
&=\left(\frac{1}{2 d}\right)^{d}\|v\|^{2 d} / N_{K / \mathbb{Q}}(\xi) \stackrel{\text { LLL }}{\leq}\left(\frac{1}{2 d}\left(\frac{4}{3}\right)^{(2 d-1) / 2}\right)^{d} \operatorname{vol}(I) / N_{K / \mathbb{Q}}(\xi) \\
& \stackrel{\text { Lemma }}{=} 4.9\left(\frac{1}{2 d}\left(\frac{4}{3}\right)^{(2 d-1) / 2}\right)^{d} N_{K / \mathbb{Q}}(\xi) \operatorname{vol}\left(\mathbb{Z}_{K}\right) / N_{K / \mathbb{Q}}(\xi) \\
&=\left(\frac{1}{2 d}\left(\frac{4}{3}\right)^{(2 d-1) / 2}\right)^{d} \operatorname{vol}\left(\mathbb{Z}_{K}\right)=: C_{K}
\end{aligned}
$$

where the first inequality is the arithmetic-geometric-mean inequality (AGM) and $v$ is the first basis vector obtained via LLL reduction for $\delta_{L L L} \equiv 1$ and $\eta_{L L L} \equiv 1 / 2$ as in [54].

Using Lemma 4.10 will finally put us into a position where we can solve norm equations as in Problem 4.1 efficiently, in case $e$ is a benign number as defined in Definition 4.2. In Section 4.5 establish this result first for the case where $e \mathbb{Z}_{F}$ is a prime ideal itself as this case is relatively straightforward. We deal with the more general case of benign $e$ in Section 4.6.
4.5. Constructing the solution: prime case. We now provide a proof of the following theorem which we restate from Section 3.1.

Theorem 3.4. Given totally positive element e of $F$ there exists an algorithm for testing if the instance of integral relative norm equation in $K / F$

$$
z z^{*}=e, z \in \mathbb{Z}_{K}
$$

can be solved in polynomial time in $\log T_{2}(e)$ (procedure IS-EASILY-SOLVABLE, where $T_{2}(e)=$ $\left.\sum_{k=1}^{d} \sigma_{k}^{2}(e)\right)$. If the test is passed, there exist another algorithm for deciding if the solution exists and finding it that runs in time polynomial in $\log T_{2}(e)$ (procedure FAST-SOLVE-NORM-EQ). Procedure IS-EASILY-SOLVABLE returns true for at least those cases when the ideal $\mathbb{Z}_{F}$ is prime.

We have now all ingredients in place in order to prove that the norm equations arising in the context of our approximation method can be solved in time that is polynomial in the input size. We first prove this for the case where the right hand side $e$ generates a prime ideal $\mathfrak{p}=e \mathbb{Z}_{F}$ and leave the more general case of a benign integer $e$ for the next section.

Proof (of Theorem 3.4). Let $n=S(e)$ be the bit-size of the ideal generated by $e$. We go through all Steps 1-7 described in Section 4.3 and assert that all operations can be performed in time that is upper bounded by a polynomial in $n$.
In Step 1 we run a test which is described in subroutine IS-EASILY-SOLVABLE shown in Figure 11. The norm computations in lines 6 and 7 are clearly polynomial in $n$. Finally, for the primality test at the last line of the subroutine one can use for instance a probabilistic test such as MillerRabin [15, Section 8.2] or a deterministic test [2].

Figure 10. Check if the right hand side is a benign integer in the sense of Definition 4.2.
Fixed input: $F, \mathbb{Z}_{F}, P$
$\mathbb{Z}_{F}$ is the ring of integers of the totally real field $F$ and $P$ is a user defined parameter to select the set of exceptional primes $\mathcal{P}$.

## Input: $e$

Check if the given element $e \in \mathbb{Z}_{F}$ is benign with respect to a set $\mathcal{P}$ of user defined primes.
1: procedure IS-EASILY-SOLVABLE
Offline:
2: $\quad \mathcal{P}_{0} \leftarrow$ AllBoundedPrimes $\left(\mathbb{Z}_{F}, P\right) \quad \triangleright$ Enumerate all prime ideals $\mathfrak{p}$ with $N(\mathfrak{p}) \leq P$.
3: $\quad \mathcal{P}_{1} \leftarrow$ AllPrimeDivisors $\left(\Delta_{F}\right)$
4: $\quad \mathcal{P} \leftarrow \mathcal{P}_{0} \cup \mathcal{P}_{1} \quad \triangleright$ Yields finite set $\mathcal{P}=\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{k}\right\}$ of exceptional primes.
5: FAST-SOLVE-NORM-EQ $\left(K, F, \mathbb{Z}_{F}, \mathbb{Z}_{K}, \mathcal{P}\right) \quad \triangleright K=F(\sqrt{b})$, see Section 2

## Online:

6: $\quad u \leftarrow N_{F / \mathbb{Q}}(e)$
7: $\quad$ while exists $\mathfrak{p} \in \mathcal{P}$ such that $N_{F / \mathbb{Q}}(\mathfrak{p}) \mid u$ do
8: $\quad u \leftarrow u / N_{F / \mathbb{Q}}(\mathfrak{p})$
9: end while
10: end procedure
Output: IsPrime ( $u$ )
Offline precomputation of exceptional primes $\mathcal{P}$ and online test whether $e$ is benign via trial divisions by elements of $\mathcal{P}$ and a final primality test in $\mathbb{Z}$.

Step 2 can be done by computing quotients of the form $(e)\left(\mathfrak{p}_{i}\right)^{-1}$ which can be done in polynomial time in the input bit-size and at an increase per division that is also at most polynomial [5]. Eventually this yields the prime ideal $\mathfrak{q}$.
This step is also done in subroutine IS-EASILY-SOLVABLE. All subsequent steps and line numbers refer to subroutine FAST-SOLVE-NORM-EQ shown in Figure 11.
For Step 3, in line 12 of subroutine FAST-SOLVE-NORM-EQ, we use Theorem 4.6 and the complexity analysis given in Corollary 4.8 in order to compute an HNF for the ideal $\mathfrak{Q}$ lying over $\mathfrak{q}$ in polynomial time and almost polynomial increase of the bit-size.
Steps 4 in line 3 is an offline computation which does not count toward the cost of the online solution of the norm equation.

Step 5 does not have to be carried out as by assumption in this subsection we assume that $\mathfrak{q}$ is prime, i.e., there is only one prime ideal $\mathfrak{Q}$ that we have to consider. We will discuss this step and the consequences for the subsequent steps in case $e$ is benign but not prime in the next subsection.
Step 6 in line 13 involves the computation of a reduced lattice basis for the ideal corresponding to $\mathfrak{Q}$ from the HNF that was computed in Step 3. Using bounds on the complexity of the LLL algorithm [55] we see that the running time of this step is polynomial in the input size $n$ and so is the bit-size of the short vector $\eta$ that is produced by this computation.
For Step 7 in line 15 we use a known method for solving norm equations such as Simon's $S$-unit based algorithm [64] for which an implementation e.g. in Magma [12] is available. As the element $\gamma$ is constant and does not depend on the input size $n$ we can assume that this computation can be done in constant time that does not affect our overall running time.

Finally, in Step 8 we catch the case where there is no solution for $\gamma$, which then implies that there is no solution for $e$ and combine $\eta$ and $w$ using an ideal multiplication into the final solution $z$ to the norm equation $N_{K / F}(z)=e$. This again can be done in polynomial time.

Figure 11. Compute an integer solution $x \in \mathbb{Z}_{K}$ to the norm equation $N_{K / F}(z)=$ $e$, provided it exists.

Fixed input: $K, F, \mathbb{Z}_{F}, \mathbb{Z}_{K}, \mathcal{P}$
$\mathbb{Z}_{F}$ are the integers of the totally real subfield $F$ of a CM field $K, \mathbb{Z}_{K}$ are the integers of $K$ and $\mathcal{P}=\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{k}\right\}$ is a finite set of exceptional primes.
Input: $e$
Find integer solution $z \in \mathbb{Z}_{K}$ to $N_{K / F}(z)=e$, where $e \in \mathbb{Z}_{F}$, provided it exists.
1: procedure FAST-SOLVE-NORM-EQ
Offline:
for $i=1, \ldots, k$ do
$\mathfrak{P}_{i} \leftarrow$ PrimesLyingOver $\left(\mathfrak{p}_{i}\right)$
end for
$\theta \leftarrow \operatorname{PrimitiveElement}(K / F)$
$f(X) \leftarrow \operatorname{MinimalPolynomial}(\theta)$
Specification: Precomputed primes lying over the primes in $\mathcal{P}$, the minimal polynomial of a primitive element $\theta$.

## Online:

7: assert IS-EASY-SOLVABLE(e)
8: 9: assert PASS-SOLVABILITY-TEST $(e)$
10: $\quad \triangleright$ Check existence of a global rational solution via the Hasse principle.
11: $\quad g(X) \leftarrow \operatorname{Lift(ModularFactorization~}\left(f(X), \mathbb{Z}_{F} / \mathfrak{q}\right) \quad \triangleright$ Obtain a lifted factor $g(X) \in \mathbb{Z}_{F}[X]$.
12: $\quad I \rightarrow \operatorname{HNF}\left(q^{\mathbb{Z}_{K}}, g(\theta)\right)$
13: $\quad \eta \leftarrow$ FirstBasisVector $(\operatorname{LLL}(I))$
14: $\quad \gamma \leftarrow e\left(N_{K / F}(\eta)\right)^{-1}$
15: $\quad w \leftarrow$ SolveConstantNormEquation $(\gamma)$
16: $\quad \triangleright$ Use any method for solving relative norm equations $N_{K / F}(w)=\gamma$ for the remaining bounded size element $\gamma \in \mathbb{Z}_{F}$. If this fails, repeat the steps following line 12 with $I \leftarrow I \cdot \mathfrak{P}_{i}$ for $i=1, \ldots, k$ until success in line 15 , otherwise report "failure."
17: end procedure
Output: Result $z=w \eta$ or "failure" if no solution $w$ exists.
Reduced the computation of a solution to the norm equation to a finite problem that is independent of the input size.

A pseudocode description of the Steps 3-8 is given in subroutine FAST-SOLVE-NORM-EQ shown in Figure 11. From the above discussion of the steps it follows that the overall runtime is polynomial in the input size $n=S(e)$ and by Lemma 4.3 therefore also polynomial in the bit-size $\log T_{2}(e)$ as claimed.
4.6. Constructing the solution: general case. We briefly discuss the implications of $e$ being benign but not prime. This will involve a change in Step 5 , i.e., instead of only considering the prime ideals $\mathfrak{Q}$ lying over $\mathfrak{q}$ we consider all ideals $I$ that can be formed by multiplying $\mathfrak{Q}$ with the
ideals lying over the various prime factors $\mathfrak{q}_{i} \in \mathcal{P}$. All ideals lying over $\mathcal{P}$ can be precomputed without any additional cost to the online part. Also, we note that even though the number of ideals to be considered grows significantly, this increase is still just a constant as for any given input parameter $P$ of FAST-SOLVE-NORM-EQ in Figure 11 the size of $\mathcal{P}=\mathcal{P}_{0} \cup \mathcal{P}_{1}$ is constant. The prime ideals in $\mathcal{P}_{0}$ can be found by enumeration and those in $\mathcal{P}_{1}$ can be found by factoring the discriminant $\Delta_{F}$ which, as argued before, can be done in polynomial time as $F$ is constant.
In order to compute $I$ we now multiply $\mathfrak{Q}$ with all possible combinations of factors that are extensions $\mathfrak{P}$ of ideals in $\mathcal{P}$. Each such multiplication can be done in polynomial time with polynomial increase in bit-size [5]. Then we perform each of the subsequent Steps 6-7 as in the prime case and report success if any of the considered cases leads to a successful solution $z$ and "failure" otherwise. Overall, also in case of benign right hand sides $e$ we obtain a polynomial time classical algorithm to solve the norm equation $N_{K / F}(z)=e$.
4.7. Performance improvement: filtering out candidates via the Hasse principle. It is possible to perform simple tests whether a solution to $N_{K / F}(z)=e$ over the rational elements of $K$ (i.e., not necessarily elements in $\mathbb{Z}_{K}$ ) exists. A famous test in this regard is the Hasse Norm Theorem [53] that asserts that a global solution, i.e., a solution over $K$, exists if and only if a solution exists with respect to all local fields associated with $K / F$. More precisely, we have:

Theorem 4.11 (Hasse Norm Theorem). Let $K / F$ be a cyclic extension. An element $e \in F^{\times}$is a norm of an element in $K^{\times}$if and only it is a norm at every prime of $F$, including the infinite primes.

In practice, it is not necessary to check all primes of $F$, a finite set of primes is sufficient: as described in [1] the only primes that need to be checked are a) the divisors of the conductor $\mathfrak{F}$ of $K / F$ and b ) all finite primes dividing the ideal $e \mathbb{Z}_{F}$. If $e$ is benign, we therefore can efficiently compute the prime factorization and hence can perform this sufficient test for solvability of the norm equation. Note that this test can only be used in this one-sided sense as there are examples of degree 2 extensions $K / F$ known where for $e \in \mathbb{Z}_{F}$ the equation $N_{K / F}(z)=e$ is solvable over $K$ but not over $\mathbb{Z}_{K}$. In practice, the test is reasonably fast in order to eliminate some candidates $e$. We summarize the pseudo-code for this test PASS-HASSE-SOLVABILITY-TEST in Figure 12.

Fixed input: $K, F, \mathbb{Z}_{F}$
$\mathbb{Z}_{F}$ is the ring of integers of the totally real subfield $F$ of a CM field $K$.
Input: $e$
$e \in \mathbb{Z}_{F}$ is an element for which we check if the norm equation $N_{K / F}(z)=e$ has a solution $z \in K$. This is a quick check to rule out existence of solutions for some $e$.
1: procedure PASS-HASSE-SOLVABLILTY-TEST

## Offline:

$\mathfrak{F} \leftarrow$ Conductor $(K / F)$
$\mathcal{S}_{0} \leftarrow$ Factorization( $\mathfrak{F}$ )
$\mathcal{S}_{\infty} \leftarrow$ InfinitePlaces $(K)$
Online:
5: $\quad \mathcal{S}_{1} \leftarrow$ PrimeFactorization $\left(e \mathbb{Z}_{F}\right)$
$\mathcal{S}=\mathcal{S}_{0} \cup \mathcal{S}_{1} \cup \mathcal{S}_{\infty}$
isSolvable $\leftarrow$ TRUE
for $\mathfrak{p} \in \mathcal{S}$ do
if not IsLocallySolvable $\left(K_{\mathfrak{P}}, F_{\mathfrak{p}}, e\right)$ then $\quad \triangleright \mathfrak{P}$ is a prime in $\mathbb{Z}_{K}$ lying over $\mathfrak{p}$.
isSolvable $\leftarrow$ FALSE
end if
end for
end procedure
Output: isSolvable
Based on the Hasse local-global principle, solvability of the norm equation over $K$ is checked via local solvability at all finite places dividing the conductor, divisors of $e$ and all infinite places.

Figure 12. Check if the right hand passes a solvability test whether a rational solution $z$ to the norm equation exists.

Table 2. Summary of the results of running the algorithm for different gate sets. The quaternion algebra corresponding to the gate set is $Q=\left(\frac{a, b}{F}\right)$ where $F=$ $\mathbb{Q}\left(\zeta_{n}\right) \cap \mathbb{R} ; N_{G}$ is the number of generators to be used for exact synthesis; $[L: L \cap M]$ is the index of the intersection of $L$ (the generalized Lipschitz order ) and $\mathcal{M}$ (the maximal order used to define the gate set) in $L ; N_{c n j}$ is the number of conjugacy classes of maximal orders in quaternion algebra $Q ; t_{\text {exact }}$ is the time in seconds spent on precomputation required for the exact synthesis part of our algorithm; $t_{\text {approx }}$ is the time in seconds spent on precomputation required for the approximation part; $C_{\min }$ is the additive constant appearing in Theorem 3.1; $C_{\min } / \log N\left(\mathfrak{p}_{1}\right)$ is the ratio between $C_{\min }$ and the $\log$ of the norm of the ideal from $S$ with the smallest norm (see Definition 1.3)

| Gate $\operatorname{SET}$ | $n$ | a | b | $N_{G}$ | $[L: L \cap \mathcal{M}]$ | $N_{c n j}$ | $t_{\text {approx }}$ | $t_{\text {exact }}$ | $C_{\min }$ | $C_{\min } / \log N\left(\mathfrak{p}_{1}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: | ---: | ---: |
| Clifford $+T$ | 8 | -1 | -1 | 3 | 1 | 1 | 0.160 | 1.360 | 6.099 | 8.799 |
| V-basis | 4 | -1 | -1 | 6 | 1 | 1 | 0.070 | 0.700 | 2.079 | 1.292 |
| Clifford $+R_{z}(\pi / 8)$ | 16 | -1 | -1 | 9 | 2 | 2 | 0.410 | 15.110 | 21.360 | 30.815 |
| Clifford $+T+V$ | 8 | -1 | -1 | 29 | 1 | 1 | 0.170 | 5.680 | 6.099 | 8.799 |

## 5. End to end examples of using the framework

In this section we provide four examples of using our framework. In two examples we apply our framework to reproduce results on Clifford $+T$ [63] and $V$-basis [8] gate sets. The exact synthesis framework [44] is necessary for the end to end compilation. For this reason we discuss how to use this framework to reproduce previously known results on exact synthesis from [8], [43], [31] and also results on exact synthesis over Clifford $+R_{z}(\pi / 16)$ [23]. Two other examples, corresponds to approximating using gate sets Clifford $+R_{z}(\pi / 16)$ and Clifford $+T+V$. No number-theoretic style approximation algorithms for this gate sets were known before. A brief summary of the examples is given in Table 2. Amongst other data, the table contains time needed for precomputation stage for all of our examples and the value of the additive constant appearing in Theorem 3.1. All the data about the algorithm performance is based on the implementation of exact synthesis [44] and approximation frameworks using computer algebra system MAGMA [12]. The total number of lines of code needed for it implementation is about 2500. More examples of running approximation stage of the algorithm are provided in Appendix A on page 52.
5.1. Clifford $+T$. In this section we describe how to obtain results from [63] within our framework. We also discuss the exact synthesis part using the framewok introduced in [44]. We follow Section 1.2 and show that Clifford $+T$ can be described by totally definite quaternion algebra. We recall the following definition:

Definition 1.3. We say that a gate set $\mathcal{G}$ is described by quaternion algebra if the following data is defined:
(1) A quaternion gate set specification $\langle F, \sigma, a, b, \mathcal{M}, S\rangle$,
(2) A set set of canonical generators $\mathcal{G}_{\mathcal{M}, S}^{\star}$ of $\mathcal{M}_{S}$,
(3) A map Circuit as described by equation (1).

For Clifford $+T$ gate set we can choose [31]:

$$
\mathcal{G}=\left\{R_{\alpha}(\pi / 4), R_{\alpha}(\pi / 2): \alpha=x, y, z\right\}
$$

We separately write $R_{\alpha}(\pi / 2)$ because they generate Clifford group. Clifford gates are much cheaper in practice and typical cost function for Clifford $+T$ gate set used in practice is:

$$
\operatorname{cost}\left(R_{\alpha}(\pi / 4)\right)=1, \operatorname{cost}\left(R_{\alpha}(\pi / 2)\right)=0, \alpha=x, y, z
$$

Let us provide quaternion gate set specification for Clifford $+T$

- $F=\mathbb{Q}\left(\zeta_{8}+\zeta_{8}^{-1}\right)$ where $\zeta_{8}=e^{2 i \pi / 8}$, let also $\theta$ be a primitive element of $F$ (in other words every element of $F$ can be represented as $a_{0}+a_{1} \theta$ where $a_{0}, a_{1}$ are rational numbers),
- embedding $\sigma: F \rightarrow \mathbb{R}$ is defined as $\sigma(\theta)=\sqrt{2}$,
- $a=-1$ and $b=-1$,
- maximal order $\mathcal{M}$ of quaternion algebra $Q=\left(\frac{-1,-1}{F}\right)$ is

$$
\mathbb{Z}_{F}+\frac{(\boldsymbol{i}+1) \theta}{2} \mathbb{Z}_{F}+\frac{(\boldsymbol{j}+1) \theta}{2} \mathbb{Z}_{F}+\frac{1+\boldsymbol{i}+\boldsymbol{j}+\boldsymbol{k}}{2} \mathbb{Z}_{F}
$$

where $\mathbb{Z}_{F}=\mathbb{Z}[\sqrt{2}]$ is a ring of integers of $F$,

- $S=\{\mathfrak{p}\}$ where $\mathfrak{p}=(2-\theta) \mathbb{Z}_{F}$ (note that $2-\theta$ is totally positive element of $F$ ).

Note that the discriminant of $\mathcal{M}$ is equal to $\mathbb{Z}_{F}$, therefore $\mathfrak{p}$ is coprime to it. This implies that the set $\mathcal{M}_{S}$ is infinite.
Using notation $q_{z}=\boldsymbol{i}, q_{y}=\boldsymbol{j}, q_{x}=\boldsymbol{k}$ we obtain set $\mathcal{G}_{Q}$ based on the following correspondence

$$
\begin{array}{ll}
q_{t, \alpha}=1+\theta\left(1-q_{\alpha}\right) / 2 & U_{q}\left(q_{t, \alpha}\right)=R_{\alpha}(\pi / 4) \\
q_{c, \alpha}=\theta\left(1-q_{\alpha}\right) / 2 & U_{q}\left(q_{c, \alpha}\right)=R_{\alpha}(\pi / 2)
\end{array}
$$

where $\alpha=x, y, z$.
The next step is to compute $\mathcal{G}_{\mathcal{M}, S}^{\star}$ using the algorithm from [44]. We find that quaternion algebra $Q$ has trivial two sided ideal class group and that the number of conjugacy classes of maximal orders of $Q$ is one. In this case the situation is extremely simple. The set $\mathcal{G}_{\mathcal{M}, S}^{\star}$ is equal to $\operatorname{gen}_{S}(\mathcal{M}) \cup \operatorname{gen}_{u}(\mathcal{M})$. The set $\operatorname{gen}_{S}(\mathcal{M})$ consists of $N(\mathfrak{p})+1=3$ elements with reduced norm $a_{0}+a_{1} \theta$. The set $\operatorname{gen}_{u}(\mathcal{M})$ consists of three generators of the finite group of units of maximal order $\mathcal{M}$ modulo units of $\mathbb{Z}_{F}$. The results of our computations are the following:

- $\operatorname{gen}_{S}(\mathcal{M})=\left\{q_{1}, q_{2}, q_{3}\right\}$ where

$$
\begin{aligned}
& q_{1}=1 / 2+\boldsymbol{i} / 2+(\theta-1) \boldsymbol{j} / 2+(\theta-1) \boldsymbol{k} / 2, q_{2}=(-\theta+2) / 2-\theta \boldsymbol{j} / 2, q_{3}=(-\theta+2) \boldsymbol{j} / 2+\theta \boldsymbol{k} / 2 . \\
& \bullet \operatorname{gen}_{u}(\mathcal{M})=\left\{u_{1}, u_{2}, u_{3}\right\} \text { where } \\
& \quad u_{1}=1 / 2-\boldsymbol{i} / 2-\boldsymbol{j} / 2-\boldsymbol{k} / 2, u_{2}=-\boldsymbol{j}, u_{3}=\theta / 2-\theta \boldsymbol{j} / 2 .
\end{aligned}
$$

Algorithmically, we find that $u_{1}=q_{c, z} q_{c, x}, u_{2}=q_{c, y}^{2}$ and $u_{3}=q_{c, y}$. We see that the unit group of $\mathcal{M}$ modulo units of $\mathbb{Z}_{F}$ corresponds to Clifford group. Next we find that $q_{1}=q_{t, x} q_{c, z}^{2} q_{c, x} q_{c, z}$, $q_{2}=-q_{t, z} q_{c, z}^{2} q_{c, x} q_{c, z}$ and $q_{3}=q_{t, y} q_{c, y}^{3}$ up to a unit of $\mathbb{Z}_{F}$. In general, the elements of set gen ${ }_{S}(\mathcal{M})$ are defined up to right-hand side multiplication by a unit of $\mathcal{M}$. For this reason we can simply choose $\operatorname{gen}_{S}(\mathcal{M})=\left\{q_{t, \alpha}: \alpha=x, y, z\right\}$. The map Circuit becomes almost trivial in this case. In the next examples we will omit this detail and write $\operatorname{gen}_{S}(\mathcal{M})$ using generators convenient for our application.
Note that $\operatorname{nrd} q_{t, \alpha} \mathbb{Z}_{F}=\mathfrak{p}$ therefore the cost vector corresponding to each $q_{t, \alpha}$ is (1). For all elements of the unit group the cost vector is (0). In this example original cost definition completely matches cost obtained based on cost vectors. Table 3, 6 shows the results of running our ciruit synthesis algorithm for Clifford $+T$ gate set.

Table 3. Results of running the algorithm for Clifford $+T$. Approximation of rotation $R_{z}(0.1)$ with precision $\varepsilon$ and cost vector $\left(L_{1}\right)$. All columns except $N_{t r, \min }$ and $N_{t r, \text { max }}$ are averages over 1000 runs of the algorithm; $L_{1}^{\prime}$ is the averaged $T$ count of the found circuits; $\rho\left(U_{q}, R_{z}(\phi)\right)$ is the obtained quality of approximation; $N_{t r, \min }, N_{t r, \max }, N_{t r, a v g}$ are minimum, maximum and average of the number of the main loop iterations in the procedure APPROXIMATE over all samples; $t_{\text {exact }}$ and $t_{\text {approx }}$ is time in seconds spent on approximation and exact synthesis stages of the algorithm.

| $\varepsilon$ | $L_{1}$ | $L_{1}^{\prime}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \min }$ | $N_{t r, \max }$ | $N_{\text {tr,avg }}$ | $t_{\text {exact }}$ | $t_{\text {approx }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $1 \cdot 10^{-5}$ | 76 | 75.06 | $8.62 \cdot 10^{-6}$ | 1 | 101 | 19.21 | 0.023 | 0.073 |
| $1 \cdot 10^{-6}$ | 89 | 87.88 | $8.65 \cdot 10^{-7}$ | 1 | 62 | 16.66 | 0.028 | 0.197 |
| $1 \cdot 10^{-7}$ | 102 | 100.88 | $8.66 \cdot 10^{-8}$ | 1 | 118 | 23.77 | 0.031 | 0.244 |
| $1 \cdot 10^{-8}$ | 116 | 114.94 | $8.67 \cdot 10^{-9}$ | 1 | 133 | 21.74 | 0.036 | 0.261 |
| $1 \cdot 10^{-9}$ | 129 | 127.94 | $8.66 \cdot 10^{-10}$ | 1 | 150 | 27.42 | 0.041 | 0.339 |
| $1 \cdot 10^{-10}$ | 142 | 141.06 | $8.64 \cdot 10^{-11}$ | 1 | 264 | 31.32 | 0.047 | 0.386 |
| $1 \cdot 10^{-15}$ | 209 | 208.02 | $8.7 \cdot 10^{-16}$ | 2 | 193 | 49.1 | 0.077 | 0.507 |
| $1 \cdot 10^{-25}$ | 341 | 339.88 | $8.67 \cdot 10^{-26}$ | 1 | 508 | 87.9 | 0.154 | 1.219 |
| $1 \cdot 10^{-30}$ | 408 | 407.04 | $8.67 \cdot 10^{-31}$ | 1 | 577 | 76.31 | 0.204 | 1.749 |

5.2. $V$-basis. In this section we describe how to obtain results from [8] within our framework. $V$-basis is defined using the following set

$$
G=\left\{\frac{1 \pm 2 i P}{\sqrt{5}}, i P: P \in\{X, Y, Z\}\right\}
$$

A typical cost function is:

$$
\operatorname{cost}\left(\frac{1 \pm 2 i P}{\sqrt{5}}\right)=1, \operatorname{cost}(i P)=0, \text { for } P \in\{X, Y, Z\}
$$

The quaternion gate set specification is:

- $F=\mathbb{Q}$,
- embedding $\sigma: F \rightarrow \mathbb{R}$ is the only embedding of $\mathbb{Q}$ into $\mathbb{R}$,
- $a=-1$ and $b=-1$,
- maximal order $\mathcal{M}$ of quaternion algebra $Q=\left(\frac{-1,-1}{\mathbb{Q}}\right)$ is $\mathbb{Z}+\boldsymbol{i} \mathbb{Z}+\boldsymbol{j} \mathbb{Z}+\frac{1+\boldsymbol{i}+\boldsymbol{j}+\boldsymbol{k}}{2} \mathbb{Z}$,
- $S=\{\mathfrak{p}\}$ where $\mathfrak{p}=5 \mathbb{Z}$.

Note that the discriminant of $\mathcal{M}$ is equal to $2 \mathbb{Z}$ and ideal $\mathfrak{p}$ is co-prime to it. This implies that the set $\mathcal{M}_{S}$ is infinite.
Using notation $q_{Z}=\boldsymbol{i}, q_{Y}=\boldsymbol{j}, q_{X}=\boldsymbol{k}$ we obtain set $\mathcal{G}_{Q}$ based on the following correspondence:

$$
\begin{array}{cccc}
q_{V, \pm P}=1 \pm 2 q_{P} & U_{q}\left(q_{V, \pm P}\right) & = & (1 \pm 2 i P) / \sqrt{5} \\
U_{q}\left(q_{P}\right) & = & i P
\end{array}
$$

where $P \in\{X, Y, Z\}$.
Similarly to the previous section, we compute $\mathcal{G}_{\mathcal{M}, S}^{\star}$ using the algorithm from [44]. We again find that quaternion algebra $Q$ has trivial two sided ideal class group and that the number of conjugacy classes of maximal orders of $Q$ is one. The set $\mathcal{G}_{\mathcal{M}, S}^{\star}$ is equal to $\operatorname{gen}_{S}(\mathcal{M}) \cup \operatorname{gen}_{u}(\mathcal{M})$. The set $\operatorname{gen}_{S}(\mathcal{M})$ consists of $N(\mathfrak{p})+1=6$ elements with reduced norm 5. The set gen $(\mathcal{M})$ consists of

Table 4. Results of running the algorithm for V basis. Approximation of rotation $R_{z}(0.1)$ with precision $\varepsilon$ and cost vector $\left(L_{1}\right)$. All columns except $N_{t r, \min }$ and $N_{t r, \max }$ are averages over 1000 runs of the algorithm; $L_{1}^{\prime}$ is the average $V$-count of the found circuits; $\rho\left(U_{q}, R_{z}(\phi)\right)$ is the obtained quality of approximation; $N_{t r, \text { min }}, N_{t r, \max }, N_{t r, a v g}$ are minimum, maximum and average of the number of the main loop iterations in the procedure APPROXIMATE over all samples; $t_{\text {exact }}$ and $t_{\text {approx }}$ is time in seconds spent on approximation and exact synthesis stages of the algorithm.

| $\varepsilon$ | $L_{1}$ | $L_{1}^{\prime}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \min }$ | $N_{t r, \max }$ | $N_{\text {tr,avg }}$ | $t_{\text {exact }}$ | $t_{\text {approx }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $1 \cdot 10^{-5}$ | 30 | 30 | $8.62 \cdot 10^{-6}$ | 1 | 609 | 75.16 | 0.013 | 0.059 |
| $1 \cdot 10^{-6}$ | 36 | 36 | $8.65 \cdot 10^{-7}$ | 1 | 622 | 94.88 | 0.017 | 0.074 |
| $1 \cdot 10^{-7}$ | 42 | 42 | $8.66 \cdot 10^{-8}$ | 1 | 647 | 105.97 | 0.021 | 0.095 |
| $1 \cdot 10^{-8}$ | 48 | 48 | $8.65 \cdot 10^{-9}$ | 1 | 808 | 123.1 | 0.024 | 0.109 |
| $1 \cdot 10^{-9}$ | 53 | 53 | $8.64 \cdot 10^{-10}$ | 1 | 919 | 136.14 | 0.028 | 0.123 |
| $1 \cdot 10^{-10}$ | 59 | 59 | $8.65 \cdot 10^{-11}$ | 1 | 1,065 | 140.34 | 0.033 | 0.131 |
| $1 \cdot 10^{-15}$ | 88 | 88 | $8.67 \cdot 10^{-16}$ | 1 | 1,470 | 227.13 | 0.058 | 0.225 |
| $1 \cdot 10^{-25}$ | 145 | 145 | $8.65 \cdot 10^{-26}$ | 1 | 3,064 | 380.11 | 0.129 | 0.435 |
| $1 \cdot 10^{-30}$ | 173 | 173 | $8.62 \cdot 10^{-31}$ | 1 | 3,389 | 436.57 | 0.178 | 0.546 |

two generators of the finite group of units of maximal order $\mathcal{M}$ modulo units of $\mathbb{Z}$. The results of our computations are the following:

- $\operatorname{gen}_{S}(\mathcal{M})=\left\{q_{V, \pm P}: P \in\{X, Y, Z\}\right\}$
- $\operatorname{gen}_{u}(\mathcal{M})=\{\boldsymbol{i},(\boldsymbol{i}+\boldsymbol{j}+\boldsymbol{k}+1) / 2\}$

We got one of the generators of the unit group that cannot be expressed as a product of elements of $\mathcal{G}_{Q}$. Indeed, all elements of $\mathcal{G}_{Q}$ belong to the Lipschitz order

$$
L=\mathbb{Z}+\mathbb{Z} \boldsymbol{i}+\mathbb{Z} \boldsymbol{j}+\mathbb{Z} \boldsymbol{k}
$$

and $(\boldsymbol{i}+\boldsymbol{j}+\boldsymbol{k}+1) / 2$ does not. However, our approximation algorithm finds $q$ from $L$. It is possible to show that (in this particular example) the unit of $\mathcal{M}$ obtained in the end of exact synthesis of $q$ must belong to $L$ and therefore belongs to the subgroup of the unit group of $\mathcal{M}$ that contained in $L$. After a simple computation we find that this subgroup is generated by $\boldsymbol{i}, \boldsymbol{j}, \boldsymbol{k}$.
Note that $\operatorname{nrd} q_{V, \pm P} \mathbb{Z}=\mathfrak{p}$ and the cost vector corresponding to each $q_{V, \pm P}$ is (1). For all elements of the unit group the cost vector is ( 0 ). Similarly to Clifford $+T$ case original cost definition completely matches cost obtained based on cost vectors. Table 4,6 show the results of running our ciruit synthesis algorithm for $V$-basis.
5.3. Clifford $+R_{z}\left(\frac{\pi}{8}\right)$. The approximation part of the result for this gate set is new. An exact synthesis algorithm for this gate set was first described in [23] in the language of $S O(3)$ representation of unitary matrices over the ring $\mathbb{Z}\left[\zeta_{16}, 1 / 2\right]$. It can be shown that the output of the approximation stage of our algorithm can be converted to a unitary matrix over $\mathbb{Z}\left[\zeta_{16}, 1 / 2\right]$. Therefore the algorithm developed in [23] can be applied instead of the exact synthesis algorithm for quaternions we use here.
For Clifford $+R_{z}\left(\frac{\pi}{8}\right)$ gate set we can choose [23]:

$$
\mathcal{G}=\left\{R_{\alpha}( \pm \pi / 8), R_{\alpha}( \pm 3 \pi / 8), R_{\alpha}(\pi / 4), R_{\alpha}(\pi / 2): \alpha=x, y, z\right\}
$$

For this example, the quaternion gate set specification is:

- $F=\mathbb{Q}\left(\zeta_{16}+\zeta_{16}^{-1}\right)$ where $\zeta_{16}=e^{2 i \pi / 16}$, let also $\theta$ be a primitive element of $F$ (in other words every element of $F$ can be represented as $a_{0}+\ldots+a_{3} \theta$ where $a_{0}, \ldots, a_{3}$ are rational numbers),
- embedding $\sigma: F \rightarrow \mathbb{R}$ is defined as $\sigma(\theta)=2 \cos (2 \pi / 16)$,
- $a=-1$ and $b=-1$,
- maximal order $\mathcal{M}$ of quaternion algebra $Q=\left(\frac{-1,-1}{F}\right)$ is

$$
\mathbb{Z}_{F}+\frac{(\boldsymbol{i}+1) \xi^{2}}{2} \mathbb{Z}_{F}+\frac{(\boldsymbol{j}+1) \xi}{2} \mathbb{Z}_{F}+\frac{1+\boldsymbol{i}+\boldsymbol{j}+\boldsymbol{k}}{2} \mathbb{Z}_{F}
$$

where $\xi=\theta^{2}-2, \sigma(\xi)=\sqrt{2}$ and $\mathbb{Z}_{F}=\mathbb{Z}[2 \cos (2 \pi / 16)]$ is a ring of integers of $F$,

- $S=\{\mathfrak{p}\}$ where $\mathfrak{p}=\theta \mathbb{Z}_{F}=\left(-\theta^{3}+4 \theta^{2}+\theta-2\right) \mathbb{Z}_{F}$ (note that $-\theta^{3}+4 \theta^{2}+\theta-2$ is totally positive element of $F$ ). The The definition of maximal order $\mathcal{M}$ has essentially the same shape as the definition used for Clifford $+T$ case. The only difference is that it defined using different ring of integers.

The discriminant of $\mathcal{M}$ is equal to $\mathbb{Z}_{F}$, therefore $\mathfrak{p}$ is coprime to it. This implies that the set $\mathcal{M}_{S}$ is infinite.
Using notation $q_{z}=\boldsymbol{i}, q_{y}=\boldsymbol{j}, q_{x}=\boldsymbol{k}, \eta=\theta^{3}-3 \theta$ (note $\sigma(\eta)=2 \sin (\pi / 8)$ ) we obtain set $\mathcal{G}_{Q}$ based on the following correspondence:

$$
\begin{array}{lllll}
q_{t, \alpha} & = & 1+\xi\left(1-q_{\alpha}\right) / 2 & U_{q}\left(q_{t, \alpha}\right) & =R_{\alpha}(\pi / 4) \\
q_{c, \alpha} & = & \left(1-q_{\alpha}\right) / 2 & U_{q}\left(q_{c, \alpha}\right) & =R_{\alpha}(\pi / 2) \\
q_{1 / 8, \alpha} & =\theta\left(1+\left(\theta-\eta q_{\alpha}\right) / 2\right) & U_{q}\left(q_{1 / 8, \alpha}\right) & =R_{\alpha}(\pi / 8) \\
q_{3 / 8, \alpha}=\theta\left(1+\left(\eta-\theta q_{\alpha}\right) / 2\right) & U_{q}\left(q_{3 / 8, \alpha}\right) & =R_{\alpha}(3 \pi / 8)
\end{array}
$$

where $\alpha \in\{x, y, z\}$.
The next step is to compute $\mathcal{G}_{\mathcal{M}, S}^{\star}$ using the algorithm from [44]. We find that quaternion algebra $Q$ has trivial two sided ideal class group and two different conjugacy classes of maximal orders of $Q$. The set $\mathcal{G}_{\mathcal{M}, S}^{\star}$ is equal to $\operatorname{gen}_{S}(\mathcal{M}) \cup \operatorname{gen}_{u}(\mathcal{M})$. The set gen $(\mathcal{M})$ consists of three generators of the finite group of units of maximal order $\mathcal{M}$ modulo units of $\mathbb{Z}$. As we have two conjugacy classes of maximal orders, we need to build an ideal principality graph (which is a tree in this case, see Fig. 13) to find the set $\operatorname{gen}_{S}(\mathcal{M})$. The result of our computation is the following:

- $\operatorname{gen}_{S}(\mathcal{M})=\left\{q_{t, \alpha}, q_{1 / 8, \alpha}, q_{3 / 8, \alpha}: \alpha \in\{x, y, z\}\right\}$
- $\operatorname{gen}_{u}(\mathcal{M})=\left\{q_{c, \alpha}: \alpha \in\{x, y, z\}\right\}$

Our computation reproduces the result from [23] showing that all matrices over the ring $\mathbb{Z}\left[\zeta_{16}, 1 / 2\right]$ can be exactly represented using gate set $\mathcal{G}$. Because we have two conjugacy classes of maximal orders, the situation with the cost of generators becomes more interesting. For quaternions $q_{t, \alpha}$ we have $\operatorname{nrd}\left(q_{t, \alpha}\right)=\mathfrak{p}^{2}$ and their cost vector is (2). For other elements of $\operatorname{gen}_{S}(\mathcal{M})$ we have $\operatorname{nrd}\left(q_{1 / 8, \alpha}\right)=\mathfrak{p}^{3}$ and $\operatorname{nrd}\left(q_{3 / 8, \alpha}\right)=\mathfrak{p}^{3}$ and their cost vector is (3). In the case when $S$ contains only one prime ideal, the cost of each generator from $\operatorname{gen}_{u}(\mathcal{M})$ is precisely equal to the distance from the root to corresponding node. Above cost values also reproduce results in [23]. Note that while approximating we only have control over the overall value of the cost vector. If we requested cost $L$ then the result can have any number $L_{t}$ of the $T$ gates and any number $L_{1 / 8,3 / 8}$ of $R_{z}(\pi / 8)$ and $R_{z}(3 \pi / 8)$ rotations as soon as $L=2 L_{t}+3 L_{1 / 8,3 / 8}$. As usual, the cost of Clifford gates is assumed to be zero.
Another interesting aspect of this example is that generalized Lipschitz order is not contained in maximal order $M$ above. Orders in a totally definite quaternion algebra can be given a structure of the lattice using bilinear form $\operatorname{Tr}_{F / \mathbb{Q}}\left(q_{1} q_{2}^{*}\right)$. We find that the index of sub-lattice $L \cap M$ in $L$ is

Figure 13. Ideal principality graph [44] used to find generators for exact synthesis algorithm. Tree corresponds to quaternion gate set specification for Clifford $+R_{z}(\pi / 8)$ gate set.


Table 5. Results of running the algorithm for Clifford $+R_{z}(\pi / 8)$. Part 1. Approximation of rotation $R_{z}(0.1)$ with precision $\varepsilon$ and cost vector $\left(L_{1}\right)$. All columns except $N_{t r, \min }$ and $N_{t r, \max }$ are averages over 1000 runs of the algorithm; $\left(L_{1}^{\prime}\right)$ is a cost vector of a found circuit; $\rho\left(U_{q}, R_{z}(\phi)\right)$ is the obtained quality of approximation; $N_{t r, \min }, N_{t r, \max }, N_{t r, a v g}$ are minimum, maximum and average of the number of the main loop iterations in the procedure APPROXIMATE over all samples; $t_{\text {exact }}$ and $t_{\text {approx }}$ is time in seconds spent on approximation and exact synthesis stages of the algorithm.

| $\varepsilon$ | $L_{1}$ | $L_{1}^{\prime}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \min }$ | $N_{t r, \max }$ | $N_{t r, \text { avg }}$ | $t_{\text {exact }}$ | $t_{\text {approx }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $1 \cdot 10^{-5}$ | 98 | 96 | $8.65 \cdot 10^{-6}$ | 1 | 151 | 19.56 | 0.064 | 0.860 |
| $1 \cdot 10^{-6}$ | 111 | 108.98 | $8.66 \cdot 10^{-7}$ | 1 | 171 | 21.94 | 0.075 | 0.951 |
| $1 \cdot 10^{-7}$ | 124 | 121.95 | $8.66 \cdot 10^{-8}$ | 1 | 168 | 22.69 | 0.085 | 1.049 |
| $1 \cdot 10^{-8}$ | 138 | 136.03 | $8.67 \cdot 10^{-9}$ | 1 | 217 | 24.59 | 0.098 | 1.207 |
| $1 \cdot 10^{-9}$ | 151 | 148.96 | $8.66 \cdot 10^{-10}$ | 1 | 207 | 27.75 | 0.108 | 1.349 |
| $1 \cdot 10^{-10}$ | 164 | 161.92 | $8.65 \cdot 10^{-11}$ | 1 | 223 | 29.62 | 0.118 | 1.541 |
| $1 \cdot 10^{-15}$ | 231 | 229.01 | $8.66 \cdot 10^{-16}$ | 1 | 267 | 40.74 | 0.168 | 2.057 |
| $1 \cdot 10^{-25}$ | 364 | 361.93 | $8.66 \cdot 10^{-26}$ | 1 | 422 | 59.35 | 0.273 | 4.647 |
| $1 \cdot 10^{-30}$ | 430 | 428.04 | $8.66 \cdot 10^{-31}$ | 1 | 466 | 68.1 | 0.329 | 6.551 |

two. This means that half of the points from $L$ belongs $L \cap M$. In our approximation algorithm we test if the result is in $M$ in the end. If this is not the case, we try again. Our experiments show that we get resulting quaternion in $L \cap M$ in half of the experiments. Tables 5,6 show the results of running our circuit synthesis algorithm for Clifford $+R_{z}(\pi / 8)$ gate set.

Table 6. Results of running the algorithm for Clifford $+R_{z}(\pi / 8)$. Part 2. Approximation of rotation $R_{z}(0.1)$ with precision $\varepsilon$ and cost vector $\left(L_{1}\right)$. All columns except $N_{L \cap M}, L_{t}^{\prime}, L_{1 / 8,3 / 8}^{\prime}$ are averages over 1000 runs of the algorithm; $N_{L \cap M}$ is the number of outputs of the procedure APPROXIMATE that are in the maximal order $\mathcal{M} ;\left(L_{1}^{\prime}\right)$ is a cost vector of a found circuit; $\rho\left(U_{q}, R_{z}(\phi)\right)$ is the obtained quality of approximation; $L_{t}^{\prime}$ is the number of $T$ gates in the resulting circuit (averaged over outputs of the procedure APPROXIMATE that are in the maximal order $\mathcal{M}$ ); $L_{1 / 8,3 / 8}^{\prime}$ is the number of $R_{z}(\pi / 8)$ and $R_{z}(3 \pi / 8)$ gates in the resulting circuit (averaged in the same way as $L_{t}^{\prime}$ ).

| $\varepsilon$ | $L_{1}$ | $L_{1}^{\prime}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $L_{t}^{\prime}$ | $L_{1 / 8,3 / 8}^{\prime}$ | $N_{L \cap M}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $1 \cdot 10^{-5}$ | 98 | 96 | $8.65 \cdot 10^{-6}$ | 19.49 | 19.01 | 509 |
| $1 \cdot 10^{-6}$ | 111 | 108.98 | $8.66 \cdot 10^{-7}$ | 22.48 | 21.34 | 518 |
| $1 \cdot 10^{-7}$ | 124 | 121.95 | $8.66 \cdot 10^{-8}$ | 25.26 | 23.81 | 478 |
| $1 \cdot 10^{-8}$ | 138 | 136.03 | $8.67 \cdot 10^{-9}$ | 28.09 | 26.62 | 484 |
| $1 \cdot 10^{-9}$ | 151 | 148.96 | $8.66 \cdot 10^{-10}$ | 30.83 | 29.1 | 480 |
| $1 \cdot 10^{-10}$ | 164 | 161.92 | $8.65 \cdot 10^{-11}$ | 32.74 | 32.15 | 517 |
| $1 \cdot 10^{-15}$ | 231 | 229.01 | $8.66 \cdot 10^{-16}$ | 46.38 | 45.42 | 491 |
| $1 \cdot 10^{-25}$ | 364 | 361.93 | $8.66 \cdot 10^{-26}$ | 73.27 | 71.8 | 474 |
| $1 \cdot 10^{-30}$ | 430 | 428.04 | $8.66 \cdot 10^{-31}$ | 85.94 | 85.39 | 528 |

5.4. Clifford $+T+V$. For Clifford $+T+V$ gate set we can choose set $G$ to be:

$$
\mathcal{G}=\left\{R_{\alpha}(\pi / 4), R_{\alpha}( \pm 2 \operatorname{atan}(2)), R_{\alpha}(\pi / 2): \alpha=x, y, z\right\}
$$

It is not difficult to check that $R_{\alpha}( \pm 2 \operatorname{atan}(2))$ correspond to $6 V$ gates.
The gate set specification is similar to Clifford $+T$ case except for the set $S$.

- $F=\mathbb{Q}\left(\zeta_{8}+\zeta_{8}^{-1}\right)$ where $\zeta_{8}=e^{2 i \pi / 8}$, let also $\theta$ be a primitive element of $F$ (in other words every element of $F$ can be represented as $a_{0}+a_{1} \theta$ where $a_{0}, a_{1}$ are rational numbers),
- embedding $\sigma: F \rightarrow \mathbb{R}$ is defined as $\sigma(\theta)=\sqrt{2}$,
- $a=-1$ and $b=-1$,
- maximal order $\mathcal{M}$ of quaternion algebra $Q=\left(\frac{-1,-1}{F}\right)$ is

$$
\mathbb{Z}_{F}+\frac{(\boldsymbol{i}+1) \theta}{2} \mathbb{Z}_{F}+\frac{(\boldsymbol{j}+1) \theta}{2} \mathbb{Z}_{F}+\frac{1+\boldsymbol{i}+\boldsymbol{j}+\boldsymbol{k}}{2} \mathbb{Z}_{F}
$$

where $\mathbb{Z}_{F}=\mathbb{Z}[\sqrt{2}]$ is a ring of integers of $F$,

- $S=\left\{\mathfrak{p}_{1}, \mathfrak{p}_{2}\right\}$ where $\mathfrak{p}_{1}=(2-\theta) \mathbb{Z}_{F}$ and $\mathfrak{p}_{2}=5 \mathbb{Z}_{F}$.

Using notation $q_{z}=\boldsymbol{i}, q_{y}=\boldsymbol{j}, q_{x}=\boldsymbol{k}$ we obtain set $\mathcal{G}_{Q}$ based on the following correspondence

$$
\begin{aligned}
& q_{t, \alpha}=1+\theta\left(1-q_{\alpha}\right) / 2 \quad U_{q}\left(q_{t, \alpha}\right) \quad=\quad R_{\alpha}(\pi / 4) \\
& q_{v, \pm \alpha}=1 \mp 2 q_{\alpha} \quad U_{q}\left(q_{v, \pm \alpha}\right)=R_{\alpha}( \pm 2 \operatorname{atan}(2)) \\
& q_{c, \alpha}=\theta\left(1-q_{\alpha}\right) / 2 \quad U_{q}\left(q_{c, \alpha}\right) \quad=\quad R_{\alpha}(\pi / 2)
\end{aligned}
$$

where $\alpha=x, y, z$.
The next step is to compute $\mathcal{G}_{\mathcal{M}, S}^{\star}$ using the algorithm from [44]. We find that quaternion algebra $Q$ has trivial two sided ideal class group and that the number of conjugacy classes of maximal orders of $Q$ is one. The set $\mathcal{G}_{\mathcal{M}, S}^{\star}$ is equal to $\operatorname{gen}_{S}(\mathcal{M}) \cup \operatorname{gen}_{u}(\mathcal{M})$. The set $\operatorname{gen}_{S}(\mathcal{M})$ consists of $N\left(\mathfrak{p}_{1}\right)+1=3$ elements with reduced norm $2-\theta$ and $N\left(\mathfrak{p}_{2}\right)+1=26$ elements with reduced norm 5. The set $\operatorname{gen}_{u}(\mathcal{M})$ consists of three generators of the finite group of units of maximal order $\mathcal{M}$ modulo units of $\mathbb{Z}_{F}$ and is the same as in Clifford $+T$ case because maximal order $\mathcal{M}$ is the same.

Table 7. Results of running the algorithm for Clifford $+T+V$. Approximation of rotation $R_{z}(0.1)$ with precision $\varepsilon$ and cost vector $\left(L_{1}, L_{2}\right)$. All columns except $N_{t r, \min }$ and $N_{t r, \text { max }}$ are averages over 1000 runs of the algorithm; $\left(L_{1}^{\prime}, L_{2}^{\prime}\right)$ is a cost vector of a found circuit; $\rho\left(U_{q}, R_{z}(\phi)\right)$ is the obtained quality of approximation; $N_{t r, \min }, N_{t r, \max }, N_{t r, a v g}$ are minimum, maximum and average of the number of the main loop iterations in the procedure APPROXIMATE over all samples; $t_{\text {exact }}$ and $t_{\text {approx }}$ is time in seconds spent on approximation and exact synthesis stages of the algorithm.

| $\varepsilon$ | $L_{1}$ | $L_{2}$ | $L_{1}^{\prime}$ | $L_{2}^{\prime}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \min }$ | $N_{t r, \max }$ | $N_{t r, \text { avg }}$ | $t_{\text {exact }}$ | $t_{\text {approx }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $1 \cdot 10^{-5}$ | 30 | 10 | 29.06 | 10 | $8.65 \cdot 10^{-6}$ | 1 | 149 | 18.31 | 0.075 | 0.070 |
| $1 \cdot 10^{-6}$ | 36 | 12 | 35.02 | 12 | $8.64 \cdot 10^{-7}$ | 1 | 158 | 25.07 | 0.089 | 0.241 |
| $1 \cdot 10^{-7}$ | 42 | 14 | 40.98 | 14 | $8.65 \cdot 10^{-8}$ | 1 | 204 | 28.59 | 0.107 | 0.277 |
| $1 \cdot 10^{-8}$ | 48 | 16 | 47 | 16 | $8.66 \cdot 10^{-9}$ | 1 | 210 | 32.97 | 0.129 | 0.366 |
| $1 \cdot 10^{-9}$ | 51 | 17 | 50.02 | 17 | $8.65 \cdot 10^{-10}$ | 1 | 223 | 29.32 | 0.140 | 0.367 |
| $1 \cdot 10^{-10}$ | 57 | 19 | 55.99 | 19 | $8.66 \cdot 10^{-11}$ | 1 | 347 | 37.59 | 0.155 | 0.429 |
| $1 \cdot 10^{-15}$ | 84 | 28 | 83.03 | 28 | $8.66 \cdot 10^{-16}$ | 1 | 383 | 52.66 | 0.233 | 0.559 |
| $1 \cdot 10^{-25}$ | 135 | 45 | 133.96 | 45 | $8.65 \cdot 10^{-26}$ | 1 | 702 | 83.11 | 0.408 | 1.306 |
| $1 \cdot 10^{-30}$ | 162 | 54 | 161.05 | 54 | $8.66 \cdot 10^{-31}$ | 1 | 618 | 101.72 | 0.508 | 1.978 |

Let us now discuss the set $\operatorname{gen}_{S}(\mathcal{M})$ in more details. We first find that it contains quaternions corresponding to $R_{\alpha}(\pi / 4)$ gates and all 6 V gates. We are left with 20 quaternions with reduced norm 5 that we didn't have in the set $\mathcal{G}_{Q}$. We express them in terms of elements of $\mathcal{G}_{Q}$. Let us introduce the following equivalence relation on quaternions:

$$
q_{1} \sim q_{2} \text { if and only if } q_{1}=u_{1} q_{2} u_{2} \text { for } u_{1}, u_{2}-\text { units of } \mathrm{M}
$$

In our case it means that corresponding unitaries are equivalent up to a Clifford and therefore will have the same cost of implementation. There are four equivalence classes in gen ${ }_{S}(\mathcal{M})$ corresponding to the relation $\sim$. Two of them are $\left\{q_{t, \alpha}: \alpha \in\{x, y, z\}\right\}$ and $\left\{q_{v, \pm \alpha}: \alpha \in\{x, y, z\}\right\}$. Remaining twenty quaternions with reduced norm 5 split into two classes $c_{1}$ and $c_{2}$ of size 8 and 12 . Next we find that all quaternions from $c_{2}$ are equal to

$$
u_{1} q_{t, \alpha(1)} q_{v, \pm \alpha(2)} u_{2} q_{t, \alpha(3)}^{-1} \text { where } u_{1}, u_{2} \text { are units of } \mathcal{M}, \alpha(k) \in\{x, y, z\}, k=1,2,3
$$

The quaternions from the set $c_{1}$ can be expressed as

$$
u_{1} q_{t, \alpha(1)} q_{t, \alpha(2)} q_{v, \pm \alpha(3)} u_{2} q_{t, \alpha(4)}^{-1} q_{t, \alpha(5)}^{-1} \text { where } u_{1}, u_{2} \text { are units of } \mathcal{M}, \alpha(k) \in\{x, y, z\} k=1, \ldots, 5
$$

In practice it can be more beneficial to design circuits for all 26 gates corresponding to quaternions with norm 5 directly, because $T$ gates are usually expensive to implement. Table 7 shows the results of running our circuit synthesis algorithm for Clifford $+T+V$ gate set.

## 6. Conclusions

We introduced a framework for approximate synthesis of single qubit unitary transformations over a universal gate set. Our framework is applicable whenever the gate set is related to totally definite quaternion algebras. Our algorithm runs in time that is polynomial in $\log (1 / \varepsilon)$, where $\varepsilon$ is the approximation parameter and the output factorizations produced have length $O(\log (1 / \varepsilon))$. We implemented the algorithm in the computer algebra system Magma and demonstrate it by applying it to a wide range of gate sets.

The proof that our algorithm terminates and runs on average in polynomial time relates on the number theoretic conjecture, similarly to $[8,9,63]$. The question related to this conjectures were
recently studied in [62] for Clifford+T, V-basis and some other gate sets. Results of our numerical experiments provide indirect evidence that some of these results can be true for a wider range of "Golden gates" in the sense of Sarnak [62].
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## Appendix A. Other examples of using approximation algorithm

In this appendix we show results of running our approximation algorithm for a series of quaternion gate sets specification. We recall that the quaternion gate set specification is :

Definition 1.2. A quaternion gate set specification is a tuple $\langle F, \sigma, a, b, \mathcal{M}, S\rangle$ where:

- $F$ is a totally real number field and $\sigma$ is an embedding of $F$ into $\mathbb{R}$
- $a, b$ are elements of $F$ that define the quaternion algebra $\left(\frac{a, b}{F}\right)$ over $F$
- $\mathcal{M}$ is a maximal order of $\left(\frac{a, b}{F}\right)$
- $S=\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{M}\right\}$ is a set of prime ideals of $F$

Our family of examples if parametrized by $n$. Number field $F$ corresponds to the real subfield of cyclotomic field $\mathbb{Q}\left(\zeta_{n}+\zeta_{n}^{-1}\right)$ with primitive element $\theta$. Element $a$ of $F$ is chosen such that relative extension $F(a)$ is a cyclotomic field, $b=-1$. Approximation part of our algorithm is independent on maximal order $\mathcal{M}$, so we don't restrict ourselves to any specific choice of $\mathcal{M}$. Set $S$ contains one prime ideal above 2. If there is more than one such ideal, we choose it at random. The table below summarizes the series of examples we tried using our algorithm.

| n | a | b | $t_{\text {approx }}$ | $C_{\min }$ | $C_{\min } / \log N\left(\mathfrak{p}_{1}\right)$ |
| :---: | :---: | :---: | ---: | ---: | ---: |
| 8 | -1 | -1 | 0.150 | 6.099 | 8.799 |
| 10 | $\theta-3$ | -1 | 0.080 | 4.812 | 3.471 |
| 12 | -1 | -1 | 0.100 | 7.100 | 10.244 |
| 14 | $\theta^{2}-4$ | -1 | 0.140 | 9.590 | 4.612 |
| 16 | -1 | -1 | 0.430 | 21.360 | 30.815 |
| 18 | $\theta^{2}-4$ | -1 | 0.130 | 10.679 | 5.136 |
| 20 | -1 | -1 | 0.260 | 20.598 | 14.859 |
| 22 | $\theta^{2}-4$ | -1 | 0.680 | 24.440 | 7.052 |
| 24 | -1 | -1 | 0.290 | 21.766 | 31.402 |
| 26 | $\theta^{2}-4$ | -1 | 0.460 | 34.891 | 8.389 |
| 28 | -1 | -1 | 0.540 | 40.915 | 19.676 |
| 30 | $\theta^{2}-4$ | -1 | 0.320 | 17.027 | 6.141 |
| 32 | -1 | -1 | 1.180 | 71.573 | 103.259 |
| 34 | $\theta^{2}-4$ | -1 | 1.060 | 59.243 | 21.367 |
| 36 | -1 | -1 | 0.440 | 41.956 | 20.177 |
| 38 | $\theta^{2}-4$ | -1 | 1.350 | 72.404 | 11.606 |
| 40 | -1 | -1 | 1.250 | 67.612 | 48.772 |
| 42 | $\theta^{2}-4$ | -1 | 0.480 | 35.413 | 8.515 |
| 44 | -1 | -1 | 2.730 | 97.529 | 28.141 |

The table summarizes the results of running offline part of our algorithm : $n$ is the number of example in the family described above; $t_{\text {approx }}$ is the time in seconds spent on the offline stage required for the approximation part; $C_{\min }$ is the additive constant appearing in Theorem 3.1; $C / \log N\left(\mathfrak{p}_{1}\right)$ is the ratio between $C_{\min }$ and the $\log$ of the norm of the ideal in $S$. Next we show tables with the averages over 100 runs of our algorithm with different target precisions $\varepsilon$ and target cost vector $\left(L_{1}\right)$ and target angle $\varphi=0.1$ for each example for $n=8,10, \ldots, 44$. All columns of the tables except $N_{t r, \text { min }}$ and $N_{t r, \text { max }}$ are averages over 100 runs of the algorithm; $\rho\left(U_{q}, R_{z}(\phi)\right)$ is the obtained quality of approximation; $N_{t r, \min }, N_{t r, \max }, N_{t r, a v g}$ are minimum, maximum and average of the number of the main loop iterations in the procedure APPROXIMATE over all samples; $t_{\text {approx }}$ is time in seconds spent on online part of the approximation stage of the algorithm.

| $n=8$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon$ | $L_{1}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \text { min }}$ | $N_{t r, \text { max }}$ | $N_{t r, a v g}$ | $t_{\text {approx }}$ |
| $1 \cdot 10^{-5}$ | 76 | $8.65 \cdot 10^{-6}$ | 1 | 128 | 19.03 | 0.073 |
| $1 \cdot 10^{-6}$ | 89 | $8.69 \cdot 10^{-7}$ | 1 | 112 | 26.29 | 0.212 |
| $1 \cdot 10^{-7}$ | 102 | $8.66 \cdot 10^{-8}$ | 1 | 163 | 29.55 | 0.242 |
| $1 \cdot 10^{-8}$ | 116 | $8.63 \cdot 10^{-9}$ | 1 | 151 | 31.67 | 0.271 |
| $1 \cdot 10^{-9}$ | 129 | $8.62 \cdot 10^{-10}$ | 2 | 195 | 31.49 | 0.327 |
| $1 \cdot 10^{-10}$ | 142 | $8.67 \cdot 10^{-11}$ | 1 | 186 | 36.84 | 0.376 |
| $1 \cdot 10^{-15}$ | 209 | $8.66 \cdot 10^{-16}$ | 1 | 299 | 52.42 | 0.478 |
| $1 \cdot 10^{-25}$ | 341 | $8.68 \cdot 10^{-26}$ | 2 | 354 | 78.44 | 1.111 |
| $1 \cdot 10^{-30}$ | 408 | $8.69 \cdot 10^{-31}$ | 1 | 397 | 98.67 | 1.750 |
| $n=10$ |  |  |  |  |  |  |
| $\varepsilon$ | $L_{1}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \text { min }}$ | $N_{t r, \text { max }}$ | $N_{t r, a v g}$ | $t_{\text {approx }}$ |
| $1 \cdot 10^{-5}$ | 37 | $8.61 \cdot 10^{-6}$ | 1 | 102 | 19.43 | 0.099 |
| $1 \cdot 10^{-6}$ | 44 | $8.62 \cdot 10^{-7}$ | 1 | 160 | 42.21 | 0.277 |
| $1 \cdot 10^{-7}$ | 50 | $8.68 \cdot 10^{-8}$ | 1 | 271 | 49.29 | 0.389 |
| $1 \cdot 10^{-8}$ | 57 | $8.64 \cdot 10^{-9}$ | 1 | 139 | 25.76 | 0.350 |
| $1 \cdot 10^{-9}$ | 64 | $8.68 \cdot 10^{-10}$ | 2 | 292 | 62.61 | 0.558 |
| $1 \cdot 10^{-10}$ | 70 | $8.62 \cdot 10^{-11}$ | 1 | 312 | 71.45 | 0.681 |
| $1 \cdot 10^{-15}$ | 104 | $8.64 \cdot 10^{-16}$ | 2 | 570 | 108.9 | 0.935 |
| $1 \cdot 10^{-25}$ | 170 | $8.67 \cdot 10^{-26}$ | 1 | 1,321 | 185.05 | 2.295 |
| $1 \cdot 10^{-30}$ | 203 | $8.64 \cdot 10^{-31}$ | 1 | 509 | 90.78 | 2.589 |
| $n=12$ |  |  |  |  |  |  |
| $\varepsilon$ | $L_{1}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \text { min }}$ | $N_{t r, \text { max }}$ | $N_{t r, a v g}$ | $t_{\text {approx }}$ |
| $1 \cdot 10^{-5}$ | 78 | $8.68 \cdot 10^{-6}$ | 1 | 67 | 17.96 | 0.069 |
| $1 \cdot 10^{-6}$ | 90 | $8.65 \cdot 10^{-7}$ | 1 | 76 | 19.69 | 0.200 |
| $1 \cdot 10^{-7}$ | 104 | $8.66 \cdot 10^{-8}$ | 1 | 105 | 27.02 | 0.233 |
| $1 \cdot 10^{-8}$ | 118 | $8.68 \cdot 10^{-9}$ | 1 | 174 | 26.97 | 0.291 |
| $1 \cdot 10^{-9}$ | 130 | $8.61 \cdot 10^{-10}$ | 1 | 146 | 27.91 | 0.317 |
| $1 \cdot 10^{-10}$ | 144 | $8.67 \cdot 10^{-11}$ | 1 | 149 | 33.79 | 0.371 |
| $1 \cdot 10^{-15}$ | 210 | $8.59 \cdot 10^{-16}$ | 1 | 238 | 46.1 | 0.461 |
| $1 \cdot 10^{-25}$ | 344 | $8.66 \cdot 10^{-26}$ | 1 | 351 | 71.82 | 1.164 |
| $1 \cdot 10^{-30}$ | 410 | $8.64 \cdot 10^{-31}$ | 2 | 527 | 87.47 | 1.633 |
| $n=14$ |  |  |  |  |  |  |
| $\varepsilon$ | $L_{1}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \text { min }}$ | $N_{t r, \text { max }}$ | $N_{t r, a v g}$ | $t_{\text {approx }}$ |
| $1 \cdot 10^{-5}$ | 27 | $8.65 \cdot 10^{-6}$ | 1 | 87 | 20.43 | 0.163 |
| $1 \cdot 10^{-6}$ | 32 | $8.63 \cdot 10^{-7}$ | 1 | 206 | 29.84 | 0.497 |
| $1 \cdot 10^{-7}$ | 36 | $8.67 \cdot 10^{-8}$ | 1 | 157 | 31.2 | 0.538 |
| $1 \cdot 10^{-8}$ | 41 | $8.67 \cdot 10^{-9}$ | 1 | 198 | 36.99 | 0.708 |
| $1 \cdot 10^{-9}$ | 45 | $8.65 \cdot 10^{-10}$ | 1 | 256 | 37.85 | 0.783 |
| $1 \cdot 10^{-10}$ | 49 | $8.62 \cdot 10^{-11}$ | 1 | 199 | 39.5 | 0.807 |
| $1 \cdot 10^{-15}$ | 72 | $8.66 \cdot 10^{-16}$ | 1 | 235 | 51.54 | 1.107 |
| $1 \cdot 10^{-25}$ | 116 | $8.66 \cdot 10^{-26}$ | 1 | 638 | 85.51 | 2.615 |
| $1 \cdot 10^{-30}$ | 138 | $8.64 \cdot 10^{-31}$ | 5 | 459 | 111.86 | 4.064 |

Table 8. See Page 52 for the description of the columns of the tables.

| $n=16$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon$ | $L_{1}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \text { min }}$ | $N_{t r, \text { max }}$ | $N_{t r, a v g}$ | $t_{\text {approx }}$ |
| $1 \cdot 10^{-5}$ | 98 | $8.66 \cdot 10^{-6}$ | 1 | 110 | 22.16 | 0.816 |
| $1 \cdot 10^{-6}$ | 111 | $8.66 \cdot 10^{-7}$ | 1 | 99 | 19.03 | 0.911 |
| $1 \cdot 10^{-7}$ | 124 | $8.67 \cdot 10^{-8}$ | 1 | 116 | 22.55 | 0.987 |
| $1 \cdot 10^{-8}$ | 138 | $8.66 \cdot 10^{-9}$ | 1 | 126 | 22.24 | 1.077 |
| $1 \cdot 10^{-9}$ | 151 | $8.67 \cdot 10^{-10}$ | 1 | 86 | 24.06 | 1.192 |
| $1 \cdot 10^{-10}$ | 164 | $8.66 \cdot 10^{-11}$ | 1 | 241 | 38.3 | 1.504 |
| $1 \cdot 10^{-15}$ | 231 | $8.67 \cdot 10^{-16}$ | 1 | 221 | 34.33 | 1.856 |
| $1 \cdot 10^{-25}$ | 364 | $8.69 \cdot 10^{-26}$ | 2 | 352 | 58.02 | 4.336 |
| $1 \cdot 10^{-30}$ | 430 | $8.67 \cdot 10^{-31}$ | 1 | 456 | 69.24 | 6.612 |
| $n=18$ |  |  |  |  |  |  |
| $\varepsilon$ | $L_{1}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \text { min }}$ | $N_{t r, \text { max }}$ | $N_{t r, a v g}$ | $t_{\text {approx }}$ |
| $1 \cdot 10^{-5}$ | 28 | $8.67 \cdot 10^{-6}$ | 1 | 77 | 22.13 | 0.379 |
| $1 \cdot 10^{-6}$ | 32 | $8.63 \cdot 10^{-7}$ | 1 | 133 | 34.03 | 0.445 |
| $1 \cdot 10^{-7}$ | 37 | $8.61 \cdot 10^{-8}$ | 1 | 45 | 12.65 | 0.549 |
| $1 \cdot 10^{-8}$ | 41 | $8.69 \cdot 10^{-9}$ | 1 | 81 | 16.9 | 0.667 |
| $1 \cdot 10^{-9}$ | 45 | $8.65 \cdot 10^{-10}$ | 1 | 103 | 16.36 | 0.653 |
| $1 \cdot 10^{-10}$ | 50 | $8.67 \cdot 10^{-11}$ | 3 | 162 | 39.05 | 0.720 |
| $1 \cdot 10^{-15}$ | 72 | $8.67 \cdot 10^{-16}$ | 1 | 358 | 49.58 | 0.944 |
| $1 \cdot 10^{-25}$ | 116 | $8.66 \cdot 10^{-26}$ | 1 | 476 | 82.59 | 2.280 |
| $1 \cdot 10^{-30}$ | 139 | $8.66 \cdot 10^{-31}$ | 1 | 226 | 45.13 | 3.827 |
| $n=20$ |  |  |  |  |  |  |
| $\varepsilon$ | $L_{1}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \text { min }}$ | $N_{t r, \text { max }}$ | $N_{t r, a v g}$ | $t_{\text {approx }}$ |
| $1 \cdot 10^{-5}$ | 50 | $8.64 \cdot 10^{-6}$ | 1 | 49 | 12.23 | 0.833 |
| $1 \cdot 10^{-6}$ | 56 | $8.62 \cdot 10^{-7}$ | 1 | 37 | 10.13 | 0.876 |
| $1 \cdot 10^{-7}$ | 62 | $8.65 \cdot 10^{-8}$ | 1 | 72 | 14.3 | 0.974 |
| $1 \cdot 10^{-8}$ | 70 | $8.63 \cdot 10^{-9}$ | 1 | 76 | 15.4 | 1.151 |
| $1 \cdot 10^{-9}$ | 76 | $8.66 \cdot 10^{-10}$ | 1 | 82 | 16.41 | 1.225 |
| $1 \cdot 10^{-10}$ | 82 | $8.68 \cdot 10^{-11}$ | 1 | 176 | 18.24 | 1.366 |
| $1 \cdot 10^{-15}$ | 116 | $8.66 \cdot 10^{-16}$ | 1 | 124 | 21.75 | 1.916 |
| $1 \cdot 10^{-25}$ | 182 | $8.66 \cdot 10^{-26}$ | 1 | 154 | 26.96 | 4.207 |
| $1 \cdot 10^{-30}$ | 216 | $8.65 \cdot 10^{-31}$ | 1 | 352 | 41.98 | 6.611 |
| $n=22$ |  |  |  |  |  |  |
| $\varepsilon$ | $L_{1}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \text { min }}$ | $N_{t r, \max }$ | $N_{t r, a v g}$ | $t_{\text {approx }}$ |
| $1 \cdot 10^{-5}$ | 21 | $8.67 \cdot 10^{-6}$ | 1 | 51 | 13.38 | 1.544 |
| $1 \cdot 10^{-6}$ | 23 | $8.69 \cdot 10^{-7}$ | 1 | 71 | 13.04 | 1.634 |
| $1 \cdot 10^{-7}$ | 26 | $8.65 \cdot 10^{-8}$ | 1 | 78 | 22.48 | 1.863 |
| $1 \cdot 10^{-8}$ | 29 | $8.66 \cdot 10^{-9}$ | 1 | 148 | 21.94 | 2.321 |
| $1 \cdot 10^{-9}$ | 31 | $8.66 \cdot 10^{-10}$ | 2 | 77 | 28.86 | 2.612 |
| $1 \cdot 10^{-10}$ | 34 | $8.66 \cdot 10^{-11}$ | 1 | 105 | 31.44 | 2.423 |
| $1 \cdot 10^{-15}$ | 47 | $8.65 \cdot 10^{-16}$ | 1 | 117 | 30.2 | 3.692 |
| $1 \cdot 10^{-25}$ | 74 | $8.64 \cdot 10^{-26}$ | 1 | 246 | 56.32 | 8.760 |
| $1 \cdot 10^{-30}$ | 87 | $8.64 \cdot 10^{-31}$ | 1 | 329 | 65.86 | 12.830 |

Table 9. See Page 52 for the description of the columns of the tables.

| $n=24$ |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\varepsilon$ | $L_{1}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \text { min }}$ | $N_{t r, \text { max }}$ | $N_{t r, \text { avg }}$ | $t_{\text {approx }}$ |
| $1 \cdot 10^{-5}$ | 98 | $8.65 \cdot 10^{-6}$ | 1 | 50 | 11.88 | 0.815 |
| $1 \cdot 10^{-6}$ | 112 | $8.66 \cdot 10^{-7}$ | 1 | 82 | 14.89 | 0.922 |
| $1 \cdot 10^{-7}$ | 126 | $8.68 \cdot 10^{-8}$ | 1 | 61 | 13.42 | 1.046 |
| $1 \cdot 10^{-8}$ | 138 | $8.65 \cdot 10^{-9}$ | 1 | 91 | 17.72 | 1.155 |
| $1 \cdot 10^{-9}$ | 152 | $8.68 \cdot 10^{-10}$ | 1 | 120 | 19.03 | 1.340 |
| $1 \cdot 10^{-10}$ | 166 | $8.66 \cdot 10^{-11}$ | 1 | 159 | 23.67 | 1.240 |
| $1 \cdot 10^{-15}$ | 232 | $8.65 \cdot 10^{-16}$ | 1 | 146 | 23.65 | 1.919 |
| $1 \cdot 10^{-25}$ | 364 | $8.64 \cdot 10^{-26}$ | 2 | 192 | 37.63 | 4.528 |
| $1 \cdot 10^{-30}$ | 432 | $8.67 \cdot 10^{-31}$ | 1 | 287 | 47.19 | 6.778 |
|  |  |  | $n=26$ |  |  |  |
| $\varepsilon$ |  | $L_{1}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \text { min }}$ | $N_{t r, \text { max }}$ | $N_{t r, a v g}$ |$t_{\text {approx }}$.

Table 10. See Page 52 for the description of the columns of the tables.

| $\varepsilon$ | $L_{1}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \text { min }}$ | $N_{t r, \text { max }}$ | $N_{t r, a v g}$ | $t_{\text {approx }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1 \cdot 10^{-5}$ | 170 | $8.66 \cdot 10^{-6}$ | 1 | 133 | 30.76 | 8.326 |
| $1 \cdot 10^{-6}$ | 183 | $8.66 \cdot 10^{-7}$ | 1 | 182 | 35.13 | 8.556 |
| $1 \cdot 10^{-7}$ | 197 | $8.66 \cdot 10^{-8}$ | 1 | 415 | 36.98 | 10.075 |
| $1 \cdot 10^{-8}$ | 210 | $8.66 \cdot 10^{-9}$ | 1 | 191 | 31.61 | 10.317 |
| $1 \cdot 10^{-9}$ | 223 | $8.66 \cdot 10^{-10}$ | 1 | 178 | 41.23 | 11.530 |
| $1 \cdot 10^{-10}$ | 237 | $8.66 \cdot 10^{-11}$ | 4 | 237 | 48.6 | 12.149 |
| $1 \cdot 10^{-15}$ | 303 | $8.66 \cdot 10^{-16}$ | 1 | 198 | 40.82 | 16.668 |
| $1 \cdot 10^{-25}$ | 436 | $8.66 \cdot 10^{-26}$ | 1 | 302 | 61.2 | 32.528 |
| $1 \cdot 10^{-30}$ | 502 | $8.66 \cdot 10^{-31}$ | 1 | 346 | 69.61 | 42.645 |
| $n=34$ |  |  |  |  |  |  |
| $\varepsilon$ | $L_{1}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \text { min }}$ | $N_{t r, \text { max }}$ | $N_{t r, a v g}$ | $t_{\text {approx }}$ |
| $1 \cdot 10^{-5}$ | 38 | $8.65 \cdot 10^{-6}$ | 1 | 238 | 33.2 | 7.857 |
| $1 \cdot 10^{-6}$ | 42 | $8.66 \cdot 10^{-7}$ | 1 | 251 | 39.74 | 9.701 |
| $1 \cdot 10^{-7}$ | 45 | $8.66 \cdot 10^{-8}$ | 1 | 162 | 36.29 | 9.778 |
| $1 \cdot 10^{-8}$ | 48 | $8.65 \cdot 10^{-9}$ | 1 | 133 | 34.7 | 9.225 |
| $1 \cdot 10^{-9}$ | 52 | $8.66 \cdot 10^{-10}$ | 1 | 206 | 37.21 | 10.723 |
| $1 \cdot 10^{-10}$ | 55 | $8.66 \cdot 10^{-11}$ | 1 | 198 | 45.27 | 13.598 |
| $1 \cdot 10^{-15}$ | 72 | $8.66 \cdot 10^{-16}$ | 1 | 441 | 46.66 | 18.113 |
| $1 \cdot 10^{-25}$ | 105 | $8.66 \cdot 10^{-26}$ | 1 | 254 | 54.74 | 35.632 |
| $1 \cdot 10^{-30}$ | 122 | $8.66 \cdot 10^{-31}$ | 1 | 394 | 77.65 | 51.990 |
| $n=36$ |  |  |  |  |  |  |
| $\varepsilon$ | $L_{1}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \text { min }}$ | $N_{t r, \text { max }}$ | $N_{t r, a v g}$ | $t_{\text {approx }}$ |
| $1 \cdot 10^{-5}$ | 44 | $8.65 \cdot 10^{-6}$ | 1 | 109 | 19.75 | 2.746 |
| $1 \cdot 10^{-6}$ | 48 | $8.65 \cdot 10^{-7}$ | 1 | 72 | 19.58 | 2.746 |
| $1 \cdot 10^{-7}$ | 52 | $8.66 \cdot 10^{-8}$ | 1 | 105 | 23.99 | 2.879 |
| $1 \cdot 10^{-8}$ | 56 | $8.66 \cdot 10^{-9}$ | 1 | 60 | 19.23 | 3.048 |
| $1 \cdot 10^{-9}$ | 62 | $8.66 \cdot 10^{-10}$ | 1 | 152 | 30.17 | 3.880 |
| $1 \cdot 10^{-10}$ | 66 | $8.66 \cdot 10^{-11}$ | 1 | 160 | 28.35 | 4.004 |
| $1 \cdot 10^{-15}$ | 88 | $8.67 \cdot 10^{-16}$ | 1 | 211 | 38.6 | 6.212 |
| $1 \cdot 10^{-25}$ | 132 | $8.66 \cdot 10^{-26}$ | 1 | 241 | 48.72 | 12.719 |
| $1 \cdot 10^{-30}$ | 154 | $8.66 \cdot 10^{-31}$ | 1 | 311 | 61.65 | 18.355 |
| $n=38$ |  |  |  |  |  |  |
| $\varepsilon$ | $L_{1}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \text { min }}$ | $N_{t r, \text { max }}$ | $N_{t r, a v g}$ | $t_{\text {approx }}$ |
| $1 \cdot 10^{-5}$ | 19 | $8.66 \cdot 10^{-6}$ | 1 | 149 | 26.57 | 13.018 |
| $1 \cdot 10^{-6}$ | 21 | $8.66 \cdot 10^{-7}$ | 1 | 136 | 27.4 | 15.025 |
| $1 \cdot 10^{-7}$ | 22 | $8.66 \cdot 10^{-8}$ | 1 | 208 | 39.52 | 15.637 |
| $1 \cdot 10^{-8}$ | 24 | $8.66 \cdot 10^{-9}$ | 3 | 191 | 38.08 | 17.399 |
| $1 \cdot 10^{-9}$ | 25 | $8.66 \cdot 10^{-10}$ | 1 | 157 | 35.81 | 18.434 |
| $1 \cdot 10^{-10}$ | 27 | $8.66 \cdot 10^{-11}$ | 1 | 180 | 39.61 | 19.639 |
| $1 \cdot 10^{-15}$ | 34 | $8.66 \cdot 10^{-16}$ | 1 | 327 | 54.22 | 27.450 |
| $1 \cdot 10^{-25}$ | 49 | $8.67 \cdot 10^{-26}$ | 2 | 361 | 65.16 | 56.848 |
| $1 \cdot 10^{-30}$ | 56 | $8.66 \cdot 10^{-31}$ | 1 | 459 | 71.79 | 73.107 |

Table 11. See Page 52 for the description of the columns of the tables.

| $n=40$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon$ | $L_{1}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \text { min }}$ | $N_{t r, \text { max }}$ | $N_{t r, a v g}$ | $t_{\text {approx }}$ |
| $1 \cdot 10^{-5}$ | 82 | $8.66 \cdot 10^{-6}$ | 1 | 82 | 16.13 | 8.625 |
| $1 \cdot 10^{-6}$ | 90 | $8.65 \cdot 10^{-7}$ | 1 | 79 | 18.79 | 9.455 |
| $1 \cdot 10^{-7}$ | 96 | $8.66 \cdot 10^{-8}$ | 1 | 89 | 16.4 | 9.899 |
| $1 \cdot 10^{-8}$ | 102 | $8.66 \cdot 10^{-9}$ | 1 | 79 | 19.49 | 10.597 |
| $1 \cdot 10^{-9}$ | 110 | $8.66 \cdot 10^{-10}$ | 1 | 107 | 19.77 | 12.147 |
| $1 \cdot 10^{-10}$ | 116 | $8.67 \cdot 10^{-11}$ | 1 | 131 | 16.77 | 11.968 |
| $1 \cdot 10^{-15}$ | 150 | $8.66 \cdot 10^{-16}$ | 1 | 130 | 25.94 | 18.669 |
| $1 \cdot 10^{-25}$ | 216 | $8.66 \cdot 10^{-26}$ | 1 | 181 | 35.68 | 33.633 |
| $1 \cdot 10^{-30}$ | 250 | $8.66 \cdot 10^{-31}$ | 1 | 153 | 36.82 | 48.701 |
| $n=42$ |  |  |  |  |  |  |
| $\varepsilon$ | $L_{1}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \min }$ | $N_{t r, \text { max }}$ | $N_{t r, a v g}$ | $t_{\text {approx }}$ |
| $1 \cdot 10^{-5}$ | 20 | $8.66 \cdot 10^{-6}$ | 1 | 82 | 11.88 | 2.396 |
| $1 \cdot 10^{-6}$ | 22 | $8.66 \cdot 10^{-7}$ | 1 | 64 | 14.22 | 2.547 |
| $1 \cdot 10^{-7}$ | 25 | $8.65 \cdot 10^{-8}$ | 1 | 73 | 17.03 | 2.646 |
| $1 \cdot 10^{-8}$ | 27 | $8.66 \cdot 10^{-9}$ | 1 | 101 | 16.12 | 2.950 |
| $1 \cdot 10^{-9}$ | 29 | $8.67 \cdot 10^{-10}$ | 1 | 68 | 15.15 | 3.109 |
| $1 \cdot 10^{-10}$ | 31 | $8.66 \cdot 10^{-11}$ | 1 | 75 | 18.68 | 3.420 |
| $1 \cdot 10^{-15}$ | 42 | $8.68 \cdot 10^{-16}$ | 1 | 173 | 22.95 | 5.191 |
| $1 \cdot 10^{-25}$ | 64 | $8.66 \cdot 10^{-26}$ | 1 | 131 | 33.37 | 11.135 |
| $1 \cdot 10^{-30}$ | 75 | $8.66 \cdot 10^{-31}$ | 1 | 223 | 35.94 | 15.043 |
| $n=44$ |  |  |  |  |  |  |
| $\varepsilon$ | $L_{1}$ | $\rho\left(U_{q}, R_{z}(\varphi)\right)$ | $N_{t r, \text { min }}$ | $N_{t r, \text { max }}$ | $N_{\text {tr,avg }}$ | $t_{\text {approx }}$ |
| $1 \cdot 10^{-5}$ | 42 | $8.66 \cdot 10^{-6}$ | 1 | 150 | 22.14 | 22.552 |
| $1 \cdot 10^{-6}$ | 46 | $8.66 \cdot 10^{-7}$ | 1 | 141 | 25.34 | 25.966 |
| $1 \cdot 10^{-7}$ | 48 | $8.66 \cdot 10^{-8}$ | 1 | 104 | 24.45 | 27.323 |
| $1 \cdot 10^{-8}$ | 50 | $8.66 \cdot 10^{-9}$ | 1 | 112 | 29.35 | 27.838 |
| $1 \cdot 10^{-9}$ | 54 | $8.66 \cdot 10^{-10}$ | 1 | 141 | 24.78 | 31.356 |
| $1 \cdot 10^{-10}$ | 56 | $8.66 \cdot 10^{-11}$ | 1 | 122 | 28.01 | 33.021 |
| $1 \cdot 10^{-15}$ | 70 | $8.66 \cdot 10^{-16}$ | 1 | 163 | 27.98 | 44.929 |
| $1 \cdot 10^{-25}$ | 96 | $8.66 \cdot 10^{-26}$ | 1 | 207 | 41 | 81.426 |
| $1 \cdot 10^{-30}$ | 108 | $8.66 \cdot 10^{-31}$ | 2 | 141 | 38.83 | 105.410 |

Table 12. See Page 52 for the description of the columns of the tables.

## Appendix B. Implementation details

In this appendix we provide a pseudo-code for the versions of procedures UNIT-ANDJUST (Fig. 15) and RANDOM-INTEGER-POINT (Fig. 16) that we use in the implementation of our algorithm. They are necessary to reproduce values of additive constant listed in Section 5 and Appendix A on Page 52. They both rely on the Nearest Plane Algorithm [3] shown in Fig. 14). For given target vector $t$ the Nearest Plane algorithm finds unique lattice vector $B v$ inside $t+\mathcal{C}\left(B^{*}\right)$. See Section 2.5 for the definition of $\mathcal{C}\left(B^{*}\right)$ and other related definitions.

Figure 14. NEAREST-PLANE [3] procedure used in our implementation
Fixed input: $B=b_{1}, \ldots, b_{n}$ - basis of a lattice of rank $n \leq d$ in $\mathbb{R}^{d}$
Input: $t$ - vector in $\mathbb{R}^{d}$
1: procedure NEAREST-PLANE
Offline:
2: $\quad b_{1}^{*}, \ldots, b_{n}^{*} \leftarrow \operatorname{GRAM}-\operatorname{SHCMIDT}(B) \quad$ Computes GSO of B, see Section 2.5
Specification: $b_{1}^{*}, \ldots, b_{n}^{*}-$ GSO of B
Online:
3: $\quad v=\left(v_{1}, \ldots, v_{n}\right)$ is a vector of integers of length $n$
4: $\quad r \leftarrow t$
5: $\quad$ for $k \in 1, \ldots, n$ do
6: $\quad v_{n+1-k} \leftarrow\left\lceil\left\langle r, b_{n+1-k}^{*}\right\rangle /\left\|b_{n+1-k}^{*}\right\|^{2}\right\rfloor \quad \triangleright$ ensures $\left\langle r, b_{n+1-k}^{*}\right\rangle /\left\|b_{n+1-k}^{*}\right\|^{2} \leq 1 / 2$
7: $\quad r \leftarrow r-v_{n+1-k} b_{n+1-k}$
8: end for
9: return $v$
10: end procedure
Output: $v$ such that $B v \in t+\mathcal{C}\left(B^{*}\right)$

Figure 15. UNIT-ADJUST procedure used in our implementation. We compute with $\log \delta_{k}$. In the pseudo-code $\log \delta_{k}$ should be perceived as a variable name. We also try to minimize $\sum \log \delta_{k}$ by applying different basis reduction techniques to $B$ and picking the reduced basis that gives the smallest $\sum \log \delta_{k}$. Variable $\log \delta_{0}$ is chosen based precision used for arithmetic operations in the algorithm.

Fixed input: $F, u_{1}, \ldots, u_{d-1}$
$F$ is a totally real number field of degree $d$
$u_{1}, \ldots, u_{d-1}$ form a system of fundamental units of $F$
Input: $t_{1}, \ldots, t_{d}$
$t_{1}, \ldots, t_{d}$ - real numbers of the same precision $n$
1: procedure UNIT-ADJUST
Offline:
2: $\quad u_{1}, \ldots, u_{d-1} \leftarrow$ INDEPENDENT-UNITS $\left(\mathbb{Z}_{F}\right)$
3: $\quad \triangleright\left\langle u_{1}, \ldots, u_{d-1}\right\rangle$ is a finite index subgroup of $\mathbb{Z}_{F}^{\times}$
4: $\quad B \leftarrow\left(\begin{array}{ccc}\log \left|\sigma_{1}\left(u_{1}\right)\right| & \cdots & \log \left|\sigma_{1}\left(u_{d-1}\right)\right| \\ \vdots & & \vdots \\ \log \left|\sigma_{d}\left(u_{1}\right)\right| & \cdots & \log \left|\sigma_{d}\left(u_{d-1}\right)\right|\end{array}\right)$
5: $\quad b_{1}^{*}, \ldots, b_{d-1}^{*} \leftarrow \operatorname{NEAREST}-\operatorname{PLANE}(B) \quad \triangleright$ Computes GSO of B, see Section 2.5
6: $\quad \log \delta_{k} \leftarrow \frac{1}{2} \sum_{j=1}^{d-1}\left|\left\langle b_{j}^{*}, e_{k}\right\rangle\right| \quad \triangleright e_{1}, \ldots, e_{d}$ is the standard basis of $\mathbb{R}^{d}$
Specification: $\log \delta_{1}, \ldots, \log \delta_{d}$ - real numbers such that $\log \delta_{k}>0$ and

$$
\mathcal{C}\left(B^{*}\right) \subset\left[-\log \delta_{1}, \log \delta_{1}\right] \times \cdots \times\left[-\log \delta_{d}, \log \delta_{d}\right] \quad \triangleright \text { see Section } 2.5
$$

## Online:

7: assert $\left|t_{1}+\ldots+t_{d}\right|<\log \delta_{0} \quad \triangleright$ Make sure the point is in the span of the lattice
8: $\quad m \leftarrow$ NEAREST-PLANE $(\mathrm{t}) \quad \triangleright$ Find $m$ such that $B m \in t+\mathcal{C}\left(B^{*}\right)$
9: $\quad u \leftarrow \prod_{i=1}^{d-1} u_{i}^{m_{i}}$
10: end procedure
Output: unit $u \in \mathbb{Z}_{F}^{\times}$such that

$$
\text { for all } k=1, \ldots, d:|\log | \sigma_{k}(u)\left|-t_{k}\right| \leq \log \delta_{k}
$$

Figure 16. RANDOM-INTEGER-POINT procedure used in our implementation. In our implementation, we try to minimize $\sum \log R_{k}$ by applying different basis reduction techniques to $B$ and picking the reduced basis that gives the smallest $\sum \log R_{k}$.

Fixed input: $\mathbb{Z}_{K}$ - ring of integers of a CM field of degree $2 d$
Input: $\varphi, \varepsilon$ - real numbers, $r$ - totally positive element of $\mathbb{Z}_{F}$
1: procedure RANDOM-INTEGER-POINT

## Offline:

2: $\quad z_{1}, \ldots, z_{2 d}$ is a fixed integral basis of $\mathbb{Z}_{F}$
3: $\quad B=\left[\boldsymbol{\sigma}\left(z_{1}\right), \ldots, \boldsymbol{\sigma}\left(z_{2 d}\right)\right]$ is a basis of the lattice associated to $\mathbb{Z}_{K}$,
4: $\quad b_{1}^{*}, \ldots, b_{2 d}^{*} \leftarrow$ NEAREST-PLANE $(B) \quad \triangleright$ Computes GSO of B, see Section 2.5
5: $\quad R_{k}^{\min }=\frac{1}{2} \sqrt{\max _{j}\left|\left\langle b_{j}^{*}, e_{2 k-1}\right\rangle\right|^{2}+\max _{j}\left|\left\langle b_{j}^{*}, e_{2 k}\right\rangle\right|^{2}}$ for $k=1, \ldots, d$

$$
\triangleright e_{1}, \ldots, e_{2 d} \text { is the standard basis of } \mathbb{R}^{2 d}
$$

6: $\quad C_{\min }, C_{\max }, R^{\max } \leftarrow \operatorname{SUITABLE-Q-NORM}\left(\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{M}, R^{\min }\right) \quad \triangleright$ See Fig. 4
7: return $C_{\text {min }}, C_{\text {max }}$
Specification: $C_{\min }, C_{\text {max }}$ - real numbers
Online:
8: $\quad R \leftarrow \sqrt{\sigma_{1}(r)}, H^{\prime} \leftarrow R \varepsilon \sqrt{4-\varepsilon^{2}}, N_{\max }=\left\lfloor H^{\prime} / \varepsilon^{2} R\right\rfloor \quad \triangleright$ See Fig. 8
9: $\quad z_{c} \leftarrow R\left(1-3 \varepsilon^{2} / 4\right) e^{-t \varphi / 2}, \Delta z \leftarrow i e^{-i \varphi / 2} \varepsilon^{2} R / 2 \quad \triangleright$ See Fig. 8
10: $\quad \Delta Z \leftarrow(\operatorname{Re} \Delta z, \operatorname{Im} \Delta z, 0, \ldots, 0) \in \mathbb{R}^{2 d}, Z_{c} \leftarrow\left(\operatorname{Re} z_{c}, \operatorname{Im} z_{c}, 0, \ldots, 0\right) \in \mathbb{R}^{2 d}$
11: $\quad N \leftarrow$ random integer from the interval $\left[-N_{\max }+1, N_{\max }-1\right]$
12: $\quad t \leftarrow Z_{c}+N \Delta Z$
13: $\quad m \leftarrow \operatorname{NEAREST}-\operatorname{PLANE}(t) \quad \triangleright$ Find $m$ such that $B m \in t+\mathcal{C}\left(B^{*}\right)$
14: $\quad z \leftarrow m_{1} z_{1}+\ldots+m_{2 d} z_{2 d}$
15: $\quad$ return $z \quad \triangleright \boldsymbol{\sigma}(z) \in S_{r, \varphi, \varepsilon}$
16: end procedure
Output: $z$, the element of $\mathbb{Z}_{K}$ such that
$\left|\sigma_{k,+}(z)\right| \leq R_{k}$ for $k=2, \ldots, d$ and $\operatorname{Re}\left(\left(\sigma_{1,+}(z)-z_{0}\right) e^{-i \varphi / 2}\right) \geq 0,\left|\sigma_{1,+}(z)\right| \leq R$
where $z_{0}=R\left(1-\varepsilon^{2}\right) e^{-i \varphi / 2}$ (see Fig. 2 for the visualization of the condition on $\sigma_{1,+}(z)$ )


[^0]:    ${ }^{1}$ Quantum Architectures and Computation Gqoup, Microsoft Research, Redmond, WA, USA

