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REAL-TIME OBJECT RECOGNITION WITH
NEURO-FUZZY CONTROLLED

WORKLOAD-AWARE TASK PIPELINING
..........................................................................................................................................................................................................................

A PROPOSED OBJECT RECOGNITION PROCESSOR LIGHTENS ITS WORKLOAD BY ESTIMATING

GLOBAL REGION-OF-INTEREST FEATURES. A NEURO-FUZZY CONTROLLER PERFORMS

INTELLIGENT ROI ESTIMATION BY MIMICKING THE HUMAN VISUAL SYSTEM, THEN

MANAGES THE PROCESSOR’S OVERALL PIPELINE STAGES USING WORKLOAD-AWARE TASK

SCHEDULING AND APPLIED DATABASE SIZE CONTROL. THE NFC PERFORMS WORKLOAD-

AWARE DYNAMIC POWER MANAGEMENT TO REDUCE THE PROPOSED PROCESSOR’S

POWER CONSUMPTION.

......Object recognition, a key tech-
nology for real-time intelligent vision applica-
tions such as autonomous cruise control,
mobile robot vision, and surveillance sys-
tems,1-6 is the process of identifying objects
out of an input image by matching their fea-
ture vectors with a predefined object database
(see Figure 1). It broadly consists of a prepro-
cessing stage, which extracts keypoints from
the input image through a cascaded filtering
process and generates their descriptor vectors,
and a postprocessing stage, which matches
the generated descriptor vectors with the ob-
ject database for final recognition. From an
operational view, object recognition involves
not only low-level per-pixel processing but
also high-level keypoint-related processing.
The image filtering and keypoint extraction
belong to low-level per-pixel processing,
which applies the identical arithmetic opera-
tions to each pixel of 2D image data. For
this kind of processing, we prefer to use a

single instruction, multiple data (SIMD) pro-
cessor architecture because it can easily ex-
ploit data-level parallelism for independent
image data. On the other hand, descriptor
generation and database matching are
keypoint-related operations, so they can differ
with respect to individual keypoints. For
these types of processing, we prefer a multiple
instruction, multiple data (MIMD) processor
architecture with an independent instruction
unit for each processing core. The execution
time breakdown7 of the most popular object
recognition algorithm, scale invariant feature
transform (SIFT),8 shows that both the
pixel-level image processing and keypoint-
related processing are equally significant in
object recognition.

Because each object recognition stage
requires many computations, achieving real-
time operation for object recognition using
a single-threaded CPU is difficult. Zhang
et al. achieved real-time operation (more than
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30 frames per second [fps]) for the SIFT al-
gorithm at the VGA (640 � 480) video
input by parallelizing it on a multicore sys-
tem with two 2.33-GHz Intel Core2 Quad
processors (8 cores).7 However, a multicore
system using general-purpose CPUs is ex-
tremely cost-inefficient in terms of silicon
area, power, and energy consumption. For
example, Zhang’s multicore system con-
sumed more than 100 W of power, which
would be difficult for mobile applications.
Recently, as the multicore computing para-
digm has advanced, researchers have devel-
oped several embedded multicore vision
processors for real-time object recognition
operation with low power consumption.1-6

Processor architectures
for object recognition

Figure 2 shows the evolution of processor
architectures for object recognition.

The first architecture (Figure 2a) is a mas-
sively parallel SIMD architecture, which
NEC’s IMAP-CE1 and NXP’s XETAL II2

exploit. In this architecture, hundreds of pro-
cessing elements connect linearly and run the
same operations via a global processor. This
architecture’s strength is low-level image pro-
cessing, such as image filtering and enhance-
ment, which requires the same operations for
each pixel of image data to have a certain ef-
fect on the entire image. However, identical
operations by hundreds of processing ele-
ments aren’t suitable for object recognition’s
keypoint-related tasks, such as descriptor vec-
tor generation and database matching. This
architecture has difficulty performing irregu-
lar and different operations with respect to
each keypoint.

The second architecture (Figure 2b) is a
MIMD architecture, which is generally used
by multicore processors and also exploited

Keypoint
extraction

Descriptor vector
generation

Database
matching

“Cup”

Input image
Recognition

Gaussian
filtering + DoG

Preprocessing Postprocessing

Low-level (per pixel) High-level (keypoint related)Operational

Functional

Processing
core

I $

InterconnectionInstruction unit

Processing
core

Memory

Processing
core

Single instruction, multiple data (SIMD) Multiple instruction, multiple data (MIMD)

Memory

Processing
core

Memory Memory

Processing
core

I $

Memory

Processing
core

I $

Memory

Processing
core

I $

Memory

Figure 1. General object recognition process: a preprocessing stage extracts keypoints from an input image, and

a postprocessing stage matches the keypoints with a trained object database. From an operational view, it requires both

low-level per-pixel processing and high-level keypoint-related processing.
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by a network-on-chip (NoC)-based object
recognition processor.3 This processor
employs coarse-grained processing elements
and a memory-centric NoC to exploit task-
level parallelism over data-level parallelism.
However, it can’t provide enough computing
power for real-time object recognition owing
to the large data-synchronization costs among
independent processing elements. On the
other hand, NEC’s XC core4 adopts a recon-
figurable architecture that can change the
SIMD and MIMD mode dynamically to ob-
tain both processing efficiency and flexibility.
Compared with its previous SIMD-only pro-
cessor,1 it significantly improves performance
for several image-processing kernels. How-
ever, it’s still inefficient in terms of object rec-
ognition processing because it handles the

entire input image and can include unneces-
sary information.

The third architecture (Figure 2c) is a vi-
sual attention architecture that we proposed
in other work.5 Unlike conventional architec-
tures, this architecture adopts a special hard-
ware block called the visual attention engine
(VAE)9 with parallel processing elements.
The VAE rapidly extracts an input image’s
saliency feature and filters the keypoints out
of meaningless regions of the image. This
process reduces the computational costs of
keypoint-related tasks and shortens the over-
all object recognition time. However, this
architecture’s performance is limited by the
VAE and parallel processing elements’ se-
quential behavior. Because the workloads be-
tween the VAE and parallel processing
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Figure 2. The evolution of processor architectures for object recognition: single instruction, multiple data, or SIMD (a); multiple

instruction, multiple data, or MIMD (b); visual attention (c); and our proposed three-stage pipelined architecture (d).
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elements are extremely unbalanced, their
pipelined operations are difficult to perform.
Additionally, this architecture doesn’t con-
sider a pipeline balancing scheme.

We propose an energy-efficient three-stage
pipelined architecture (Figure 2d) for real-
time multiobject recognition.6 In this archi-
tecture, we divide object recognition into
three stages, which are executed in the pipeline
for high frame-rate operation. For efficient
task pipelining, we propose a neuro-fuzzy con-
troller (NFC) for the first stage to estimate an
input image’s region-of-interests (ROIs) be-
fore moving to the main object recognition
stages. Based on intelligent ROI estimation
performed by bio-inspired neural networks
and fuzzy logic, the NFC not only manages
the processor’s overall pipeline but also
performs workload-aware dynamic power
management. Thanks to neuro-fuzzy con-
trolled task pipelining and dynamic power

management, the proposed architecture
achieves 60 fps object recognition while dissi-
pating less than 500 mW at 1.2 V in a 0.13
mm technology. The obtained 8.2 mJ energy
consumption per frame is 3.2 times lower
than the state-of-the-art vision processors.

Three-stage pipelined object
recognition processor

Figure 3 shows a software algorithm, grid
tile-based processing model, along with the
proposed object recognition processor’s
hardware implementation. The overall object
recognition has three stages: visual percep-
tion (VP), main image processing (MIP),
and post database matching (PDM).

In the VP stage, we estimate multiple
objects’ ROIs. By reducing an image’s pro-
cessing area to only ROIs, the VP stage light-
ens the workload for the following stages.
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Figure 3. Our proposed three-stage object recognition processor. We insert a visual perception (VP) stage computing
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To correctly select ROIs of multiple objects
even in cluttered input images, we adopted
Itti’s visual attention model,10 which generates
a saliency map from the input image using sev-
eral bottom-up features based on the human
visual system. Walther et al. demonstrate
that visual attention can successfully find
salient regions likely to contain objects from
complex scenes.11 And Ouerhani proves that
combining several bottom-up features can ef-
fectively generate a more effective saliency
map for object region detection.12

We based our VP software algorithm on
these previous models. The VP algorithm
extracts not only static features (such as in-
tensity, color, and orientation), but also a dy-
namic feature (such as a motion vector) out
of the 1/8 scaled-down 80 � 60 pixel
input image to generate the saliency map.
On the basis of the saliency map, the VP al-
gorithm selects the objects’ seed points and
performs seeded region growing to detect
the objects’ ROIs.13 The VP then quantizes
multiple objects’ ROIs in a 40 � 40 size
grid tile, and the VP stage outputs the
selected ROI grid tiles to the MIP stage.
To implement visual attention and multiob-
ject ROI detection, we propose using an
NFC consisting of biologically inspired neu-
ral networks and fuzzy logic circuits. In the
overall architecture, it also plays a role in
controlling the whole processor pipeline.

The MIP stage extracts local features for
object recognition from the selected ROI
grid tiles from the VP stage. In local feature
extraction, there are various methods, such
as KLT, Harris corner detector, affine invari-
ant features, and SIFT.8,14 We selected the
SIFT algorithm because it’s invariant to
image scale and rotation and provides more
distinctive, robust features than the other
methods. To compute SIFT object features,
we extracted the keypoints from an input
image using a cascaded image filtering and
local extrema search, and we converted each
keypoint to a descriptor that describes its
magnitude and orientation characteristics in
a vector format. The MIP stage outputs the
descriptor vectors to the PDM stage. To im-
plement the MIP stage, we employ 16 SIMD
processing units (SIMD-PU) to accelerate
parallel and complex image processing tasks.
Each SIMD-PU is fully programmable and

performs SIFT for the assigned grid tiles.
We can change the applied algorithm for ob-
ject feature extraction by programming each
SIMD-PU.

The PDM stage matches the descriptor
vectors from the MIP stage with a trained ob-
ject database that includes tens of thousands
of object vectors. For vector matching, we
employ the nearest matching neighbor vector
that searches the minimum distance vector in
a database with respect to each input vector.15

On the basis of the matched results, the PDM
stage determines the final recognition results
through keypoint clustering and voting pro-
cesses.8 To implement the PDM stage, we
used a vector matching accelerator (VMA)
to accelerate the nearest neighbor matching
with dedicated sum of absolute differences
(SAD) vector distance calculation units.

In this processor, we exploit the grid tile
as a basic computational unit for selective
ROI processing, unlike conventional col-
umn-based processing.1,4,5 A grid tile’s size
can vary. As the size decreases, we can finely
extract multiple objects’ ROI. However, pro-
cessing efficiency lessens within a grid tile be-
cause the MIP stage’s image processing
kernel requires excessive neighborhood pixel
data. In this trade-off, we selected a grid
tile size of 40 � 40, which is sufficient to
perform the SIFT algorithm.

Model verification
We devised our three-stage object recog-

nition processor to recognize office items in
real time for autonomous mobile robot
applications. To this end, we chose 50
objects from the Columbia Object Image
Library (COIL-100) as the target objects.16

To evaluate the proposed object recogni-
tion model’s performance, we needed a
large set of sample images containing target
objects with natural backgrounds. For this,
we created 2,400 images by combining the
50 target objects with six natural background
images that contained different amounts of
clutter (see Figure 4). For each background
image, we synthesized 400 images with one
to three trained objects of random locations,
sizes, and orientations. We constructed the
database using images of target objects
taken at 30-degree increments. It includes a
total of 17,239 object keypoint vectors.
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For this set, the average correctly matched
rate was 92 percent, without any false posi-
tives. The PDM stage also includes a filtering
process that invalidates not-closely-matched
keypoints with the database, as well as a key-
point clustering process that admits the final
conclusive objects only when the matched
keypoints are clustered together.8 Because
of this, the rate of false positive matches
(where our object recognition model incor-
rectly recognized an object when the input
image didn’t include any database objects)
was close to zero. By extracting ROI at the
VP stage, we reduced the input image’s aver-
age processing area to 32.8 percent, while the
overall recognition rate was barely affected
compared with the original SIFT algorithm.

Pipeline time balancing schemes
Figure 5 shows our proposed processor’s

overall block diagram. It consists of one
NFC, 16 SIMD-PUs, one VMA, and two ex-
ternal memory interfaces. The power domain
of the 16 SIMD-PUs separates into four
power domains, and overall, 20 IP blocks
are integrated by NoC interconnection.

To increase the proposed processor’s
throughput and use, we execute the three

Low clutter
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High clutter
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Figure 4. Simulation setup for algorithm verification. We choose 50 office items from the Columbia Object Image Library

for target objects and six natural scenes containing different amounts of clutter for the image backgrounds.
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object recognition stages in the pipeline as
shown in Figure 2d. The pipelined data
are ROI grid tiles and descriptor vectors be-
tween the first and second stage and the sec-
ond and third stage, respectively. In this
coarse-grained task pipelining, the most im-
portant thing is to balance the pipeline
stages’ execution times. To this end, we
first analyzed the characteristics of each
stage’s execution time.

Because the VP stage mainly contains re-
peated feature extraction processes for entire
pixels of downsized input images, its execu-
tion time is constant under input image varia-
tions. On the other hand, the MIP and PDM
stages have varying execution times owing to
the amounts of their input workloads—that
is, ROI grid tiles and descriptor vectors. The
MIP stage’s execution time is proportional
to the number of ROI grid tiles, because this
number determines the MIP stage’s total pro-
cessing area. Similarly, the PDM stage’s exe-
cution time is proportional to the number
of descriptor vectors. Although input vectors
have varying matching times, the average
matching time of more than 100 input vectors
converts to a constant value and can be used as
a parameter. Therefore, we can estimate the
PDM stage’s execution time with the number

of descriptor vectors and average time param-
eter for a vector matching.

Under these conditions, the NFC, whose
execution time is static, controls the execu-
tion times of the 16 SIMD-PUs and VMA
to balance the three stages’ execution times
to target a pipeline time of 16 ms, or
60 fps. The NFC estimates the MIP and
PDM stages’ execution times using the num-
ber of ROI grid tiles and descriptor vectors,
respectively, and controls them to conform
to the target pipeline time. To this end, the
NFC exploits two pipeline time-balancing
schemes—workload-aware task scheduling
(WATS) and applied database size control
(ADSC)—for the MIP and PDM stages, re-
spectively. As a result, the three stages’ execu-
tion times are balanced to the target pipeline
time even with the input images’ variations,
and our proposed processor achieves 60 fps
for VGA (640 � 480) video input.

Workload-aware task scheduling
To control the MIP stage’s execution

time, the NFC performs WATS when it
assigns extracted ROI grid tiles to the 16
SIMD-PUs. Figure 6a shows the WATS
operating flow. First, the NFC measures
the number of ROI grid tiles and classifies
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this number to one of N workload levels, div-
ided by N � 1 threshold values. Then, it
determines the number of operating SIMD-
PUs for a frame according to the selected
workload level. Because WATS determines
the number of activating SIMD-PUs to be
proportional to the workload, it regulates
the overall SIMD-PUs’ execution time to a
constant level. The NFC can control the ex-
ecution time by modifying the threshold val-
ues in the classification process.

To evaluate WATS’ effects according to
N, the number of workload levels, we mea-
sure the execution times of the MIP stage
for 87 sample images from real video frames
where N is 1, 2, 4, 8, and 16. The mean and
variance of the number of ROI grid tiles of
input images are 79.61 and 23.91, respec-
tively, where the input image’s size is VGA
(640 � 480) and the grid tile’s size is 40 �
40 pixels. The graph in Figure 6b shows
the WATS’ experimental results when N
is 4. WATS manages the MIP stage’s overall
execution time in a constant level with a small
variance even under large workload variations
of input images. The table in Figure 6b sum-
marizes the mean and variance values of eval-
uated execution times for various N values.
As the N value increases, the variance
decreases, while the mean remains constant.

With large N configurations, the MIP stage’s
execution time is managed around a constant
level more stably because we can precisely al-
locate resources for finely classified workload
levels. We can control the mean value by
adjusting threshold values in WATS. We
can reduce the MIP stage’s overall execution
time to meet the pipeline time by lowering
threshold values, which increases the number
of operating SIMD-PUs for the same work-
loads. On the other hand, we can reduce
the number of operating SIMD-PUs when
the pipeline time budget is sufficient by
increasing the threshold values.

Applied database size control
To control the PDM stage’s execution

time, the NFC performs ADSC. Using the
nearest-neighbor matching algorithm15 ap-
plied in the VMA, we can estimate the
PDM stage’s overall execution time using
the equation Execution time ¼ (a þ F �
b) � g, where a is the database transfer
time, b is a unit cycle time to match one de-
scriptor vector with database, F is the num-
ber of total descriptor vectors, and g is a
coverage rate of database.

Figure 7a shows how the NFC adjusts the
execution time using ADSC. First, it mea-
sures the number of input descriptor vectors
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Figure 7. Applied database size control: flow chart (a) and evaluation results (b). The NFC controls the post database

matching stage’s execution time by adjusting the size of applied database. The recognition rate of the overall system can

be decreased with a small database.

....................................................................

NOVEMBER/DECEMBER 2009 35

Authorized licensed use limited to: Korea Advanced Institute of Science and Technology. Downloaded on January 10, 2010 at 21:24 from IEEE Xplore.  Restrictions apply. 



from the 16 SIMD-PUs. Then, it estimates
the overall vector matching time using the
equation, in case the coverage rate is 1. Fi-
nally, the NFC compares the estimated exe-
cution time with the target pipeline time and
configures the VMA’s database coverage rate
to meet this target time. Figure 7b shows the
ADSC’s effects on the PDM’s execution
time and the rate of correctly matched
objects. We measured the execution time
and correctly matched rate for 400 synthe-
sized images with a low clutter background
under the same simulation environments
we mentioned earlier, when the database’s
coverage rate varies from 1.0 to 0.65. As
the graph shows, the PDM stage’s execution
time is linearly reduced as the applied data-
base decreases in size. Meanwhile, the cor-
rectly matched rate slightly decreases when
the coverage rate is linearly decreased. This
is because each descriptor vector can be
matched with a vector from the correct ob-
ject even when the size of the applied data-
base is reduced.

Neuro-fuzzy controller design
Figure 8 shows the NFC’s overall block di-

agram, which broadly consists of a neuro-fuzzy
visual predictor (NF-VP) and task/power
management unit (TMU). The NF-VP per-
forms ROI estimation using biologically
inspired neural networks and fuzzy logic cir-
cuits, while the TMU handles control tasks
such as ROI task scheduling, pipeline time bal-
ancing, and chip power management.

For human-like robust and efficient ROI
estimation, the NF-VP employs three dedi-
cated visual engines: a motion estimator,
VAE, and object detection engine (ODE).
The motion estimator extracts dynamic fea-
tures of the motion vectors between the
two sequential frames, and the VAE extracts
static features such as intensity, color, and
orientation and generates a saliency map by
normalizing and combining the extracted
feature maps. The ODE performs final
ROI classification, which determines whether
the target arbitrary pixel can join the object’s
interest region.

In designing the VAE and ODE, we
employed biologically inspired cellular neural
networks (CNNs) and neuro-fuzzy classifiers
for fast feature extraction and robust

classification, respectively. Figure 9 shows
the VAE’s block diagram and cell organiza-
tions.9 The VAE consists of 40 � 40 cell
arrays and a linear array of 40 processing ele-
ments. The cells perform storage and inter-
cellular communication functions, while the
processing elements process the cells’ data.
Each VAE cell consists of a 6T SRAM-
based 4 � 8-bit register that stores intermedi-
ate data and the result data of the CNN oper-
ation, and an 8-bit 4-directional shift register
that shifts the register data to adjacent cells. A
shift operation on the entire chip requires
only one cycle to complete. Because of the
shift register’s fully connected 2D cellular
structure and the fast data movement
among neighbor cells, the register’s regional
and collective processing accelerates the vari-
ous feature extractions, which contain many
image filtering and convolution operations.

Figure 10 shows the ODE’s block diagram
and transistor-level circuit implementations.13

The ODE employs Gaussian fuzzy member-
ship and single-layer neural networks, which
measure similarity between the seed and tar-
get pixels and make the final decision in a
classification, respectively. We use an analog-
digital mixed-mode approach to exploit the
advantages of both analog and digital circuits.
We designed the ODE’s data processing parts
in analog circuits to reduce the area and
power overhead of digital implementations
of nonlinear Gaussian functions and neural
synaptic multipliers. After DACs convert the
8-bit intensity, saliency, and location values
of the seed and target pixels to analog signals,
three Gaussian function circuits measure the
two pixels’ similarities for three metrics. The
Gaussian function circuit is realized by com-
bining the MOS differential pair and mini-
mum follower circuit in the current
configuration mode. The differential pair cir-
cuit outputs the symmetric differential signals,
each of which has exponential nonlinearity
characteristics, and the minimum follower cir-
cuit generates the Gaussian-like output by fol-
lowing the minimum between the two
signals. After that, current-mode neural syn-
aptic multipliers implemented by binary-
weighted current mirrors merge the three
measured similarities with their weight values,
and the comparator circuit makes the final de-
cision through thresholding. These analog
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data processing parts of the ODE are robust
to process, voltage, and temperature (PVT)
variations. Because we can set initial connec-
tion weights and the Gaussian function’s
width externally, we can compensate varia-
tions by elaborately tuning them. In addition,
the current operation mode benefits PVT var-
iations because we need no additional circuits
for summing signals. With tuning connection
weights and Gaussian width, we can reduce a
12.91 percent fluctuation in the input signal
to 2.23 percent in the final output signal.
On the other hand, we implement a learning

part that updates the weight values of neural
networks in digital circuits for easy data stor-
age management. With a simple unsupervised
Hebbian learning,17 only a multiplier and an
adder are used for learning one weight value.
As a result, analog-digital mixed-mode imple-
mentation reduces the ODE’s area and power
consumption by 59 percent and 44 percent,
respectively, compared with those of digital-
only implementations. With the four parallel
execution units, the ODE completes the ROI
detection for each region within 7 microsec-
onds (ms) at 200 MHz operating frequency.
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The remaining object recognition IPs of the
proposed processor are the SIMD-PU and
VMA, which we use for parallel image process-
ing in the MIP stage and vector matching in
the PDM stage, respectively. The SIMD-PU
consists of eight dual-issued very long instruc-
tion word (VLIW) processing elements that
can perform extended ALU operations for
image data processing, such as two-way

multiply/MAC, three-operanded min/max
compare, and 32-bit accumulation in a single
cycle.6 The VMA employs a dedicated three-
stage data path consisting of database vector
read, SAD distance calculation, and distance
comparison/update to accelerate nearest-
neighbor vector search. We use a 512-bit
wide bandwidth memory for database memory
to increase the throughput in vector matching.
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Workload-aware dynamic
power management

To reduce power consumption in object
recognition processing, the NFC performs
dynamic power management for the 16
SIMD-PUs, the part of the processor that
consumes the most power. Figure 11 shows
the overall chip power architecture and its
workload-aware dynamic power manage-
ment. In the chip, the power domain of 16

SIMD-PUs is divided into four domains,
and the NFC controls each of them inde-
pendently. To control each power domain,
we employ the off-chip power gating
method18 for low-cost implementation.
The rest of the chip, including the NFC,
VMA, and NoC, are in always-on domain.

For intelligent power management that
reflects workload variations of input images,
the NFC adopts workload-aware power
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Figure 10. Neuro-fuzzy object detection engine (ODE). The ODE employs Gaussian fuzzy membership and single-layer

neural networks, which measuring similarity between the seed and target pixels and final decision making in a classification,

respectively. Its analog-based mixed-mode implementation alleviates the overhead of Gaussian function circuits and neural

synaptic multipliers.
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gating (WAPG). WAPG determines the
number of activated power domains accord-
ing to the workload levels based on the num-
ber of ROI grid tiles, like WATS. Simply,
WAPG gates unused power domains of 16
SIMD-PUs, not assigned by WATS. When
WATS determines the number of operating
SIMD-PUs according to the workload level,
WAPG determines the number of activating
power domains. The only difference between
WATS and WAPG is that we can vary the

number of workload levels N in WATS
but we’re limited to four in WAPG. After
that, the NFC sends request signals to exter-
nal regulators to gate the unused power
domains before it assigns the ROI grid tile
tasks to the SIMD-PUs. The requests to ex-
ternal regulators occur only once per frame
considering regulator’s a few hundred micro-
second (ms) settling time. By exploiting
WAPG, the NFC ensures that the number
of activated power domains follows the work-
load variations of the input frame (see the
graph in Figure 11). To further reduce dy-
namic power in activated power domains,
we apply software-controlled clock gating to
each operating SIMD-PU. With dynamic
power management by the WAPG and soft-
ware-controlled clock gating, the 16 SIMD-
PUs reduce their power consumption from
542 mW to 336 mW, a 38 percent reduc-
tion, while overall the processor consumes
496 mW of power.

Chip implementation and performance
comparisons

The proposed processor is fabricated in
0.13 mm 1-poly 8-metal CMOS technology.
Figure 12 shows the chip micrograph, and
Table 1 summarizes its features. The 7 �
7 mm2 chip area contains 36.4 million tran-
sistors including 3.7 million logic gates and
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396 Kbytes on-chip SRAM. The operating
frequency is 200 MHz for the IP blocks
and 400 MHz for the NoC. Its peak perfor-
mance amounts to 201.4 giga operations per
second (GOPS) when 695 mW is dissipated.
The average power consumption is 496 mW
at the supply voltage of 1.2 V while the ob-
ject recognition is running at 60 fps.

Table 2 compares the performance of our
proposed processor with previous parallel
and digital signal processors for vision proc-
essing.3�5,19,20 Although XC core’s target ap-
plication is vehicle vision, other processors
target SIFT-based object recognition.
Among these, only the SIFT descriptor
generation is parallelized on commercial
CELL-BE19 and Blackfin DSP,20 and the
NoC-based object recognition processor3

without a database matching process. On
the other hand, full object recognition
based on the SIFT descriptor is implemented
in the visual attention-based object recogni-
tion processor5 and our proposed processor
with database sizes of 5,632 and 16,384,

Table 1. Chip summary.

Chip characteristic Description

Technology 0.13 mm 1-poly 8-metal CMOS

Package 320-pin FPGA

Die size 7 mm � 7 mm

Power supply 1.2-V core, 2.5-V I/O

Operating frequency 200-MHz IPs, 400-MHz NoC

Transistor counts 36.4 million transistors

3.73 million gates, 396-Kbyte SRAM

Power consumption Peak: 695 mW, Average: 496 mW

Peak performance NFC 54 GOPS

16 SIMD-PUs 128 GOPS

VMA 19.4 GOPS

Total 201.4 GOPS

Power efficiency 290 GOPS/W

Target application Real-time object recognition

Input screen VGA (640 � 480 pixels)

Frame rate 60 fps

Database size 16384 vectors (50 objects)

Table 2. Performance comparisons.

XC4 CELL-BE19

Blackfin

DSP20 CICC20073

ISSCC-

20085 This work

Process 130 nm 90 nm 130 nm 180 nm 130 nm 130 nm

Chip size Not reported 235 mm2 24 mm � 24 mm

(package)

38.5 mm2 36 mm2 49 mm2

Transistor count 26.8M TRs 241M TRs 0.8M gates,

34 Kbytes

2M gates, 228

Kbytes

36M TRs

Power supply 1.2 V 0.9-1.3 V 1.2 V 1.8 V 1.2 V 1.2 V

Operating

frequency

100 MHz 3.2 GHz 600 MHz 200 MHz 200 MHz 200 MHz

Peak performance 100 GOPS >200 GFLOPS 1.2 GMACs 81.6 GOPS 125 GOPS 201.4 GOPS

Power consumption <2 W ~50 W 280 mW

(average)

1.08 W

(average)

0.6 W

(average)

0.5 W

(average)

Target application Vehicle area

detection

SIFT descriptor

generation

SIFT descriptor

generation

SIFT descriptor

generation

Object recog-

nition: SIFT

+ single

attention

Object recog-

nition: SIFT

+ multiple

attention

Application

performance

32 fps 0.48 fps 0.88 fps 16 fps 22 fps 60 fps

Database size N/A N/A N/A N/A 5,632 16,384

Energy per frame 40 mJ 104 J 318 mJ 67.9 mJ 26.5 mJ 8.2 mJ

Screen resolution 256 � 240 UVGA (1,600 �
1,200)

CIF (352 � 288) QVGA (320 �
240)

QVGA (320 �
240)

VGA (640 �
480)

Energy/pixel 651 nJ 54 mJ 3.1 mJ 884 nJ 345 nJ 26.7 nJ
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respectively. Because of its neuro-fuzzy con-
trolled task pipelining with two pipeline
time-balancing schemes, the proposed pro-
cessor achieves 60 fps, which is more than
2.8 times higher than the others. The
workload-aware dynamic power manage-
ment reduces the power consumption of 16
SIMD-PUs by 38 percent and achieves 496
mW total power consumption. The pro-
posed processor’s overall power consumption
is less than that of previous processors, even
though it sustains higher frame-rate operation.
As a result, the proposed processor consumes
only 8.2 mJ energy per frame, more than 3.2
times less than the other processors.

O ur bio-inspired object recognition pro-
cessor series are evolving to have more

intelligence in silicon devices. With improved
neural networks and fuzzy reasoning, the next
version will provide more accurate attention
and finer control of multiple processing cores
to achieve more robust, energy-efficient object
recognition. M I CR O

....................................................................
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