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Abstract—With the advent of increased computing on mobile devices such as phones and tablets, it has become crucial to pay attention to the energy consumption of mobile applications. The software engineering field is now faced with a whole new spectrum of energy-related challenges, ranging from power budgeting to testing and debugging the energy consumption. To the best of our knowledge there has been little work on the analysis of energy patterns. In this paper, we present our work for the Windows Phone platform. We first describe the data that is collected for testing (power traces and execution logs). We then present several approaches for describing power consumption and detecting anomalous energy patterns and potential energy defects. Finally, we describe prediction models to estimate the overall energy consumption based on usage of individual modules. This allows assessing the individual impact of modules on the overall energy consumption and supports overall energy planning.
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I. INTRODUCTION

I have researched all the many ways to save battery life. I have apps that kill other apps. I turn off Wi-Fi and 4G and Bluetooth until I need them. —Scott Adams [1] (Creator of Dilbert)

For several decades, power consumption has been a secondary concern (if a concern at all) in software engineering.¹ Most software has been developed for desktop computers, which have a continuous power supply. While industries like satellite sciences and healthcare have been traditionally more power-aware, the general software engineering community did not have to research power consumption. This is about to change—or depending on the viewpoint has changed now. With mobile phones and tablets gaining wide usage in everyday life, new challenges are brought to the software engineering community. There are many stakeholders that now care about power. end-users like Scott Adams [1] realize that certain applications can reduce battery life dramatically and consider energy consumption as an important quality attribute. As a consequence building energy-efficient applications will become important for developers. There are many ways that a developer can influence the power consumption of a mobile app, for example, the decision to use TCP vs. UDP, or keeping sockets and connections open longer than needed. Another example is making a lot of requests to a server instead of batching up requests so that they utilize wireless (a high energy component) effectively. Ultimately power consumption comes down to how the hardware components are used, but these are driven by software design decisions.

Other communities such as Graphics, Human Computer Interaction, Networking and Systems have already started to work on research related to energy consumption (see Section III). With this paper, we present to the best of our knowledge the first study from a software engineering perspective on energy awareness problems.

We introduce a methodology for collecting and analyzing power data on mobile devices running Windows Phone 7. Our methodology focusses on three parts: (1) describe and quantify power consumption, (2) detect anomalies in power consumption, and (3) predict power consumption. Anomalies identified by our approach have been confirmed as true defects by developers who used the anomalies to perform root-cause-analysis to detect defects in phone software. More specifically the questions that we answer are:

- What modules consume the most power?²
- Does co-occurrence of specific modules increase or decrease energy consumption?
- What are the characteristic energy shape patterns of certain modules?
- What are anomalies in the power traces?
- Can we predict overall power consumption?

These results also hold value the major stakeholders in mobile devices. The OS platform developers and application developers specifically need to be aware of individual energy consumption patterns and can use overall prediction models to determine the energy usage within in a particular scenario to decide on the need for energy optimizations or rethink the design aspects of the scenario. End-users need to be aware of the energy consumption levels to plan better for the battery life under different load conditions. These are two simple situations where knowing about energy patterns is of value. In the remainder of the paper we discuss in detail the under-

¹ Throughout the rest of this paper we use the term energy and power interchangeably.

² We use the term modules (or components) for executable files and shared libraries.
lying analysis and methodology. One goal of this paper is to also expose the need of more software engineering research on energy awareness, utilization, and optimization.

This paper is organized as follows. We discuss in Section II the relevance of this work to software engineering, in Section III the related work and in Section IV the collection and alignment of power traces and execution logs. In Section V we present the descriptive data analysis and Section VI the predictive data analysis. In Section VII we close the paper with conclusions and consequences.

II. RELEVANCE TO SOFTWARE ENGINEERING

With this section we wish to emphasize why software engineering researchers and practitioners should care about energy, as the importance might not be immediately clear. The events of the last few two years have significantly changed the face of personal computing and we present two different observations:

- Energy awareness is relevant now
- Energy awareness is relevant for the software engineering community

A. Energy awareness is relevant now

The main reason for the increased importance of energy analysis is because of the advent of smart phones and tablets. With the explosion of smartphones (for example, Windows Phone, Android, iPhone, and Blackberry), Nielsen Media Research expects more smartphones in the U.S. market than feature phones in 2011 [2]. The market analysis company IDC estimates the media tablet market in 2010 at nearly 17 million units and forecasts 44.6 million will ship in 2011, with the U.S. representing nearly 40% of the total. In 2012, IDC forecasts worldwide shipments of 70.8 million units [3]. According to IDC, smartphone started outselling PCs in the fourth quarter of 2010 with 100.9 million shipped devices vs. 92.1 million and there will be more mobile Internet users than wire line users in the U.S. by 2015 [4].

With the growth of tablets and smartphones the problems related to energy consumption are increasing. Both end-users and developers are sensitive to the energy consumed by individual components of the phone (such as Wi-Fi, 3G) as well as applications downloaded and running on the phone. While there is little formal research, several technology blogs analyze ways to improve battery consumption. A more reliable source, Computer World magazine discusses “More tips for boosting Android battery life” where they present ten simple options to increase battery life, including turning off Wi-Fi, turning off Bluetooth, dimming the background, and running an energy monitoring app [4].

B. Energy awareness is relevant for the software engineering community

The rapid growth of the market for mobile devices brings an urgent need for understanding various aspects of energy consumption. For example, the Networking community has started investigating the impact of energy consumption on bandwidth and wireless aspects [5,6,7] the CHI community has papers and tracks specifically focused on mobile computing devices and tablets (for example [8]). Given these recent developments it is imperative for the software engineering community to work on the energy aspects of mobile devices.

From a more specific context, there are broad reaching implications (which our paper does not address) for several research communities in software engineering. We hope our paper serves as an introduction for the software engineering community to get excited in energy awareness. A few of the high level areas, which are by no means complete in terms of areas or technical depth:

Requirements Engineering. In addition to the design of the functionality of the system, one of the goals of requirements documents is on avoiding defects but currently a focus on energy is often missing. Going forward most software and systems will need to be designed with energy in mind. This leads to several open questions for the requirements engineering community, for example: How do engineers determine energy limits in the requirements phase? Is there a power budget requirements engineers can work with?

Programming Languages and Software Development. The aspect of energy aware computing is still very new. For example, a fundamental question to which we have no proper answer yet is the relationship between energy consumption and coding patterns. We know that there is a positive relationship between energy consumption and utilization of the CPU: the more CPU is utilized, the more energy is consumed. Similarly we know that complex code (like coupled objects, or depth of inheritance) consumes more CPU cycles compared to simple sequential code. But we don’t exactly know the relationship between the type of coding and energy consumption. For example, is the relationship between code with high complexity and energy consumption linear, quadratic, or exponential? Furthermore, there can be coding patterns that consume more power than others. While some of these patterns are known, many more need to be identified. Going forward design for energy awareness is an important topic and compiler optimizations for energy awareness will be an emerging need in future years. These are just a few small examples to highlight a rather fundamental question.

Testing and Analysis. Simply put: how do we test for energy? We have an extensive body of knowledge on testing, test prioritization etc. but we need to start designing new methods for testing applications, features, and components for energy-awareness, both to determine the amount of energy they consume and to ensure they are not consuming more than their allotted energy from a power budget. Testing will also evolve into connecting devices into applications to monitor power spikes, outliers etc. The work in this paper is a first step into this direction in order to test energy consumption and determine outliers in terms of energy consumption.
The above areas are merely meant as examples to highlight the potential of research into energy awareness from the software engineering community. Other related areas related to software engineering and energy awareness are for example, human computer interaction (HCI), e.g., how to collect data from mobile devices in a controlled setting or for user hosted beta testing programs; and security, e.g., how to prevent malware applications that target mobile devices with the goal of depleting the energy stored in batteries (for example [6]).

III. RELATED WORK

To the best of our knowledge there has been no research in the software engineering community on energy analysis, energy awareness, and energy debugging. However there has been some work in the Networking and Systems communities, which we highlight below. Though most of these studies have no implications for software engineering, they involve monitoring the energy consumption in real world situations which is related to our energy measurement work for identifying anomalies and predicting energy consumption.

Balasubramanian et al. [9] measured energy consumption of three mobile networking technologies: 3G, GSM, and Wi-Fi. They observed that 3G and GSM have a high tail energy consumption and developed a protocol to reduce the energy consumption of common mobile applications by modeling the network activity for each technology.

Kim et al [5] discussed the fact that the limited battery-lifetime in mobile devices is worsened by the presence of mobile malware targeting the depletion of the battery. They presented a framework with a power monitor for collection power samples and building a power consumption history and a data analyzer that generates a power signature from the constructed history. Their results on a HP iPAQ show a 99% true-positive rate in classifying mobile malware.

Pathak et al. [7] observed that capturing power consumption data based on utilization of a hardware component is insufficient due to power behavior not always directly related to smartphone component utilization (because low level power optimizations in device drivers are missed). The authors presented a power modeling scheme to accurately measure power consumption based on utilization and non-utilization on the Android and Windows Mobile platforms. Similarly, Ge et al. [10] designed a framework called PowerPack to measure and isolate the power consumption in disks, memory, multi-core, and multiprocessor based nodes. PowerScope [11] is another energy profiling tool and combines hardware instrumentation with kernel software support to measure the system activity. For the measurements in this paper, we used the actual power consumption rather than relying on models based on utilization of components.

The closest in spirit to our work, is the work by Shye et al. [12] who developed and deployed with real users. They observed that the Screen and CPU are the two largest power consuming components. They also built a regression model to predict total energy consumed and identified patterns in user behavior to drive optimizations. The biggest advantage of our study over Shye et al. [12] is the level of granularity. The observation that Screen and CPU consume most power is at a very coarse level of granularity and not of much use to developers and users. Similarly, without any fine-grained level of information, the regression models do not help in optimizing usage patterns in an operational way. Instead of Hardware component level (CPU, screen), our work is on module level, which is more actionable for developers.

While not directly related to energy awareness on mobile devices, energy optimization is an increasing important topic in datacenter operations in the systems and networking research community. Recently the First Conference on Energy-Efficient Computing and Networking focused on these aspects. For example, Schröder et al. [14] presented a vision minimizing the energy costs, using geographical specific characteristics of servers and data centers and a potential savings of up to 40% using distributed load management. Das et al. [15] from IBM Research discussed the importance of utility functions in controlling the energy of datacenters. They also discussed energy savings using experimental data from a real data center collected by room air-conditioning. These research topics are still an emerging area of systems and networking research and are aligned with the advancement of energy awareness form a software engineering viewpoint in coming years.

IV. DATA COLLECTION

We use two sources of data for the power analysis in this paper (see Figure 1). We first collect logs of the executable files and shared libraries, hereafter referred to as modules, which are active at certain points in time (Section IV.B). Next we collect traces of power consumption over time (Section IV.C and IV.D). Finally we align and combine both sources into the data that we will use throughout this paper (Section IV.E).

A. Overview

When a mobile device is tested for power usage, a recent build is loaded onto the phone. Based on the operations that are being tested a number of tests are run repeatedly on the phone for a 12 hour period. The record of power usage from measured by a power meter is called a power trace.

As mobile devices optimize for power consumption, power traces show periods of inactivity (low power use),
punctuated by brief periods of high activity (high power use). We term each of these high power intervals a power spike or just spike. Note that within a spike, there may also be fluctuations in power consumption. The duration of spikes ranges from one tenth of a second to several seconds. In order to isolate individual power spikes in a power trace, we use the periods of inactivity as shown in Figure 2. In some cases a manual approach may also be used depending on the nature of the test cases, for example, when there are not enough idle periods in the data. For the analyses presented in this paper, we used so-called idle tests, which on purpose leave enough idle time between test activities.

After identifying spikes and aligning power traces with execution logs, we have the following information available for each spike (example is depicted in Figure 3):

- Spike ID, a unique identifier for the spike
- Start time and end time (hours : minutes : seconds)
- Duration (seconds)
- Floor power (milliwatt)
- Average power (milliwatt)
- Peak power (milliwatt)
- Total energy consumed (milliwatt hours)
- Active modules

This data allow us to perform a number of analyses on energy use as discussed in Section IV and V. To facilitate access, we store the spike information in a database.

In addition to the above information, each spike is linked to the power trace where it originated from. For power traces we record in the database:

- Build ID, which allows to find the associated state of the source code
- Model of the mobile device that was used to collect the trace.

Note that for the analysis presented in this paper we do not aggregate spikes across different mobile devices models because they may have slightly different power utilization characteristics due to varying specifications (such as display type, processor speed, existence of specific sensors).

B. Collecting execution data

The first source of data comprises information regarding what code is being executed on the mobile device at a specific period of time. Unfortunately, measuring code execution at fine granularity (recording method calls, statement execution, etc.) is highly intrusive and introduces an overhead in terms of storage and CPU utilization that creates a non-trivial level power usage on the device itself. Simply writing the record of execution to flash uses significantly more power than would actually occur during normal use by a consumer. Thus, we use a more coarse grained level of data. At each context switch and whenever a thread is started or dies, we record the time for the active thread. The modules active at a point in time are indicative of the type of operation occurring on the mobile device. For instance, there may be active modules for Wi-Fi operations or HTML rendering. We call the sequence of context switches with the accompanying time and lists of active modules, the execution log.

C. Measuring energy consumption

In addition, we measure the actual energy consumed by the mobile device during operation. We use a special power meter that connects to the battery contacts of the mobile device in place of the battery itself and measures power draw at a rate of 5,000 samples per second. The power meter reports power draw and time of each sample to a standard desktop machine via USB. While this sampling rate may seem low by modern standards, mobile devices context do switch less often than normal computers (one reason is minimizing power use) and only have one active user level application running. Thus, we actually record a large number of power samples (on the order of thousands) for each context switch.

D. Controlling for the many sources of energy consumption

There are three main components that are directly linked to power consumption on mobile devices: the CPU, the cellular chipset, and the graphics processing unit (GPU). For the analysis in this paper, we focus on CPU activity and control for activity on the chipset and GPU as discussed below.

While there are many other components such as modem, speakers, and GPS that consume power on mobile devices, they are typically controlled by code that is executed on the CPU and thus show up on our execution logs. For instance, driver code may transmit or receive information via wireless modem. Code executed on the CPU may update the display,
activate the GPS sensor, or play music on the speakers. While each of these operations leads to power usage, they are ultimately dictated by the code loaded and executing on the CPU. This allows us to analyze the relation between operations and power usage strictly by examining modules that are active in our execution logs.

There are two sources of power usage, which are largely independent of the CPU:

- The cellular chipset, which is responsible for maintaining contact with cellular towers as well as making and receiving calls, runs on its own firmware. We do not monitor its execution because it is not a general purpose CPU and is proprietary.
- In addition mobile devices have graphics processing units (GPUs) that provide hardware acceleration capabilities. We currently do not monitor the code executing on this chip due to data gathering limitations.

Because we measure the aggregated power usage on the device, these cellular chipset and GPU may introduce a small amount of noise to our analysis of power usage by the CPU. We mitigate these problems in three ways.

First, we do not make or receive any phone calls while recording power usage and code execution for our analysis. While the cellular chipset contacts the nearest towers every few seconds, this operation is consistent both in the power draw and timing. Furthermore the location of the phone is static during testing, so that the distance to cell towers and thus the power used to make contact, remains constant. This allows us to remove the power spikes that occur as a result of the cellular “heartbeat”.

Second, although we do not record the code executing on the GPU, the content of the phone display is almost always indicative of the operations being performed (and the code executing on the CPU). Therefore we expect that power usage resulting from GPU activity does not introduce any bias to our analysis.

Third, we collect the power traces from 12 hours sessions with different mobile device usage scenarios, each executed a large number of times. Therefore we expect that the large number of samples will hide any noise introduced by other sources of power use on the mobile device.

E. Aligning execution log and power sample

Before we combine power traces and execution logs to extract spikes, we need to ensure that the time for the power usage (recorded via the power meter on a desktop machine) is in sync with the time for the executed code (recorded on the mobile device).

We use a process that we term temporal alignment to sync both data sources. The process consists of two steps:

1. First, we identify the spikes corresponding to the cellular antenna contacting cell towers by locating a set of spikes that (a) occur at regular intervals, (b) last the same amount of time, and (c) have the same power usage.

2. After removing these spikes, we align based on the time intervals between spikes in the power trace and between context switches in the execution log.

As a concrete example, if there is one period of 3 minutes with no context switches or code execution in the execution log and one period of 3 minutes of low power usage in the power trace, then these corresponding points in time can be used as anchors to align the rest of the two data sources.

While our approach for alignment is automated, a manual approach may also be used depending on the context of the data collection and the regularity of the data itself.

V. DESCRIPTIVE ANALYSIS

The first part of energy analytics is of descriptive nature: for one or more given power traces, engineers want to understand the energy consumed by different modules and if there are any patterns (anomalies) that they should pay special attention to. They typically ask questions such as:

- What modules consume the most power?
- Does co-occurrence of specific modules increase or decrease energy consumption?
- What are the characteristic energy shape patterns of certain modules?
- What are anomalies in the traces?

To answer these questions, we implemented a tool based on supervised learning techniques (for example, regression models, decision trees) and unsupervised learning techniques (frequent pattern mining, clustering). All our analysis is done in an automatic fashion and requires little involvement and statistical knowledge on the user side.

A. What modules consume the most power?

Because in the data, energy consumption is only linked to a set of modules and not individual modules, it is not trivial to identify the energy consumption of a single module. One of the reasons is that besides the granularity limitations (as discussed in the previous section), spikes often have tail-end energy which cannot be attributed to any single module in the spike. To isolate the energy consumption for different modules we use therefore two supervised techniques: regression analysis and decision trees. For this analysis, we used the following input data:

```
<table>
<thead>
<tr>
<th>Spike ID</th>
<th>Adiron.dll</th>
<th>Allen.dll</th>
<th>Bachman.dll</th>
<th>Backus.exe</th>
<th>……</th>
<th>Zweben.exe</th>
<th>Avg. Power (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>123338</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>254.76</td>
</tr>
<tr>
<td>123563</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>690.23</td>
</tr>
<tr>
<td>123789</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>10.56</td>
<td></td>
</tr>
</tbody>
</table>
```

Each observation has a unique spike identifier, followed by flags to indicate the presence of modules in the spike (0 for absence, 1 for present), and the average power consumption. For legal reasons, we anonymized module names throughout the paper with the last names of laureates of ACM Turing Awards as well as ACM SIGSOFT Distinguished Service Awards, Outstanding Research Awards, and Influential Educator Awards.
negative coefficients, for example power spikes with a low average energy consumption have consumption in spikes. The modules that are associated with consumption in spikes. The modules that are associated with the estimated energy consumption. Informally, if a module has an intercept \( \beta_0 \), it contributes \( \beta_M \) to the estimated energy consumption.

Figure 4 shows an example of a regression model. The model has an intercept \( \beta_0 \) of 297.053 mW, which is an estimate of the energy consumption when no modules are present in a spike. (Note that this number does not correspond to the energy consumption in idle state.) The remaining coefficients show that the modules Lampson.dll (estimate 608.625 mW) and Mills.dll (estimate 421.397 mW) are associated with high energy consumption in spikes. The modules that are associated with power spikes with a low average energy consumption have negative coefficients, for example Sommerville.dll (−292.122 mW) and Johnson.dll (−329.861 mW). In Figure 4, we only included modules for which the coefficients are different from 0 at a significance level of 0.001 (t-test).

The estimates in Figure 4 allow engineers to better understand which modules are likely correlated with high or low energy consumption. It is important to understand that the coefficients are estimates and do not necessarily correspond to the actual power consumption. We unfortunately do not have the actual energy contribution of the modules and could not assess the correctness of the coefficients. However, we did validate the coefficients for several traces with the engineers who confirmed the correctness of rankings based on their previous experience.

### Regression analysis

With linear regression we model the relationship between the average energy consumption \( y \) of a spike and the presence of individual modules as denoted by the dummy variables \( x_m \) (which take values 0 or 1) for module \( m \).

\[
y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_M x_M
\]

Informally, if a module \( m \) is present \( (x_m=1) \), it contributes \( \beta_M \) to the average energy consumption.

### Decision trees

In addition we use decision trees to model the influence of modules on average energy consumption. In our case, the inner nodes indicate the presence of certain modules (yes/no). Each node holds the average energy consumption for several spikes (as described by the path to the root note). For example, in Figure 5, node 3 lists an average energy consumption of 85.9 mW for the 795 power spikes for which Mills.dll is absent and Leveson.dll is present.

The decision trees help developers to better understand how power consumption and modules are related in one or more traces. Figure 5 shows a decision tree that describes 843 spikes within a trace. The average energy consumption for all spikes is 112.1 mW as indicated in the root node 1 of the tree. On the first level the spikes are split based on the presence of module Mills.dll: 814 spikes that do not contain Mills.dll, the average energy consumption is 92.5 mW 2; however, for the 29 spikes that contain Mills.dll the average increases by six times to 664.6 mW 3. On the second level, the absence of Leveson.dll decreases energy consumption by a factor of four (compare nodes 3 and 4), and on the third level the presence of Hamming.dll increases energy consumption by a factor of three (nodes 5 and 6).

We informally validated the decision trees with engineers who confirmed their usefulness for understanding trace data.

A limitation of our current data (not the approach) is that we only have information about the presence of modules (0 or 1), but not the actual usage (numerical). Both regression and decision trees do support numerical input data and we are currently exploring other lightweight tracing techniques for collecting more fine-grained data without altering power usage.

---

**Table 1: Coefficients for Regression Model**

<table>
<thead>
<tr>
<th>Factor</th>
<th>Estimate ( \beta_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>297.053</td>
</tr>
<tr>
<td>Lampson.dll</td>
<td>608.625</td>
</tr>
<tr>
<td>Mills.dll</td>
<td>421.397</td>
</tr>
<tr>
<td>Weyuker.dll</td>
<td>264.602</td>
</tr>
<tr>
<td>Valiant.dll</td>
<td>252.904</td>
</tr>
<tr>
<td>Hamming.dll</td>
<td>192.448</td>
</tr>
<tr>
<td>Adrion.dll</td>
<td>118.889</td>
</tr>
<tr>
<td>Rabin.dll</td>
<td>−33.156</td>
</tr>
<tr>
<td>Feigenbaum.dll</td>
<td>−42.860</td>
</tr>
<tr>
<td>Ritchie.dll</td>
<td>−88.667</td>
</tr>
<tr>
<td>Holzmann.dll</td>
<td>−137.778</td>
</tr>
<tr>
<td>Harel.dll</td>
<td>−139.671</td>
</tr>
<tr>
<td>Leveson.dll</td>
<td>−183.723</td>
</tr>
<tr>
<td>Sommerville.dll</td>
<td>−292.122</td>
</tr>
<tr>
<td>Johnson.dll</td>
<td>−329.861</td>
</tr>
</tbody>
</table>

**Figure 4**: Example of a regression model for the relationship between average energy consumption and the presence of individual modules. Modules with high values of \( \beta_i \) increase the average energy consumption substantially. Only statistically significant coefficients are included.

**Figure 5**: Example of a decision tree learned from energy consumption data. On the first level the spikes are split based on the presence of module Mills.dll—spikes that contain Mills.dll consume on average six times the power than spikes that do not contain the module.
B. Does co-occurrence influence energy consumption?

To identify pairs of modules that significantly increase energy consumption in combination but not individually, we use frequent pattern mining [14] and statistical significance testing [13]. First we split spikes into two groups based on the average energy consumption:

- **High.** This group contains the 10% of spikes with the highest average power consumption.
- **Medium/Low:** This group contains the remaining 90% of spikes.

We then count for each pair \( p \) of modules the frequency in the High group and the Medium/Low group. The result is a contingency table:

<table>
<thead>
<tr>
<th></th>
<th>Does contain ( p )</th>
<th>Does not contain ( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>A</td>
<td>C</td>
</tr>
<tr>
<td>Medium/Low</td>
<td>B</td>
<td>D</td>
</tr>
</tbody>
</table>

For each pair \( p=(m_1, m_2) \) we compute the likelihood that spikes which contain \( p \) are part of the High group

\[
P(\text{High} | \text{contains } p) = A/(A+B)
\]

We then use Fisher Exact value tests [13] to compare with the likelihoods for the complement (does not contain \( p \)) and the individual modules \( m_1 \) and \( m_2 \):

- \( P(\text{High} | \text{does not contain } p) = C/(C+D) \)
- \( P(\text{High} | \text{contains } m_1) \)
- \( P(\text{High} | \text{contains } m_2) \)

In several power traces, we found pairs of modules that increased power when used in combination but not individually. Fortunately, not all traces have “power-hungry” pairs of modules. This analysis helps developers to focus on combinations of modules and not just individual modules. In future work, we plan to extend our approach to look arbitrary sets of modules and not just pairs.

C. What are the characteristic energy shape patterns?

Power traces consist of hundreds, often thousands of spikes, which all can have very similar shapes. By clustering spikes based on their shapes, we can identify characteristic shape patterns and reduce the number of spikes that need to be investigated by developers for a power trace. Rather than looking at all spikes, developers instead can focus on a small number of clusters (typically 10-20), each corresponding to a characteristic shape pattern with a list of associated spikes. Developers can also rollup the meta-information for each spike (such as length, modules, etc.) to the cluster level.

Developers can choose different input data for clustering. They can cluster all spikes in a power trace or only subsets, for example all spikes related to a module. Figure 6 shows a small example with 11 spikes for module Sommerville.dll. While the human eye can easily spot two clusters, detecting the clusters in an automated fashion is slightly more complicated. We need a distance function to compare spikes and a clustering technique:

- **Distance function.** To compute the distance between two spikes, we use the Kullback-Leibler divergence [15]. To reduce the computational cost of comparing spikes, we divide each spike into 100 buckets, calculate the average energy consumption for each bucket, and compute Kullback-Leibler across these 100 buckets for each pair of spikes. The result of this step is a distance matrix \( D \), where a cell value \( d_{xy} \) corresponds to the distance between spike \( x \) and \( y \).

- **Clustering.** For clustering spikes we use the Ward hierarchical clustering method [16]. Initially, each spike is assigned to its own cluster; for an example see the spikes k814 to k17278 for module Sommerville.dll in Figure 7. Then iteratively at each stage the two most similar clusters are joined.
two most similar clusters are joined until there is just a single cluster. For example k1887 and kk17118 are joined first and later combined with the cluster of k4091 and k8438. The result of hierarchical clustering is a tree-diagram of clusters (called dendrogram) that indicates the join order. The tree can then be cut into a certain number of clusters; in Figure 7 we cut the tree in two clusters as indicated by the red boxes.

To assess the quality of the clustering approach we built a gold set by manually clustering 588 spikes using a card sort [17] based on similarity of the shapes. The first four authors sorted 147 spikes each, resulting in four separate clusterings. Then clusteres were discussed and the four authors agreed on one clustering for all 588 cards. The resulting nine clusters of the manual card sort are displayed in Figure 8. Next we automatically clustered the 588 spikes with Ward and Kullback-Leibler and compared the two clusterings with the Meiler variation of information (VI) index. The values of the VI index range from 0 for identical clusterings to \(2\log_2 k\) for completely different clusterings where \(k\) is the number of clusters; in our case \(k=9\), thus the best value for VI is 0 and the worst value is 6.34. The VI index for the automated clustering and the manual clustering is 1.44. While not perfect, our current clustering technique still has a high agreement with the gold set of roughly 75%.

In order to inspect the cluster differences we counted for each pair of a manual cluster \(M_i\) and an automated cluster \(A_j\), the number of spikes that \(M_i\) and \(A_j\) share. The results are shown in Figure 9 and allow us drawing conclusions about the overlap between clusters. Most of the cluster pairs do not have any spikes in common as indicated by the many zeros, which is a good result. However, the automated clustering is not perfect: for example, M5 is split across two automated clusters A6 (with 98 spikes) and A7 (with 103 spikes). Also, the automated clustering does not distinguish between M6 to M9 as shown by the non-zero values with clusters A1 to A5 (dark gray area). In the card sort we considered the number and position of the peaks after the first initial peak as important; however, our current distance measure does not consider such properties. We can make a similar observation for M1 and M2 (light gray area), which differ in the numbers of peaks, but are combined into cluster A8 by the clustering.

In our future work, we will evaluate other distance measures and clustering algorithms to improve the good performance of Ward clustering with Kullback-Leibler.

Rather than treating spikes as a simple time series, we can describe them with feature-vectors and include features such as number and position of peaks in the spikes. Another example is dynamic time warping [18], an algorithm frequently used in speech recognition for measuring the similarity between two sequences which may vary in time or speed.

<table>
<thead>
<tr>
<th></th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
<th>M6</th>
<th>M7</th>
<th>M8</th>
<th>M9</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>19</td>
<td>20</td>
<td>0</td>
<td>43</td>
</tr>
<tr>
<td>A2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>3</td>
<td>10</td>
<td>5</td>
<td>34</td>
</tr>
<tr>
<td>A3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>50</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>54</td>
</tr>
<tr>
<td>A4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>67</td>
<td>4</td>
<td>8</td>
<td>0</td>
<td>79</td>
</tr>
<tr>
<td>A5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>14</td>
<td>5</td>
<td>21</td>
</tr>
<tr>
<td>A6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>98</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>98</td>
</tr>
<tr>
<td>A7</td>
<td>0</td>
<td>0</td>
<td>19</td>
<td>9</td>
<td>103</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>131</td>
</tr>
<tr>
<td>A8</td>
<td>59</td>
<td>24</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>87</td>
</tr>
<tr>
<td>A9</td>
<td>0</td>
<td>1</td>
<td>34</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>41</td>
</tr>
<tr>
<td>All</td>
<td>59</td>
<td>25</td>
<td>57</td>
<td>15</td>
<td>201</td>
<td>139</td>
<td>28</td>
<td>54</td>
<td>10</td>
<td>588</td>
</tr>
</tbody>
</table>

Figure 8. The nine clusters M1 – M9 of a manual card sort of 588 spikes. For each cluster we show one characteristic spike.

Figure 9. Comparison between the automated clustering and the manual card sort. Overall the agreement is fairly high.
Alternatives for clustering are for example K-means and model-based approaches [14].

D. What are anomalies in the traces?

Currently developers are faced with the strenuous work of going through the power logs and reporting any inconsistency manually. One way to automatically identify anomalies in power traces is to look for extreme coefficients in the regression models or for extreme splits. Another way is to use the clustering of spikes. The underlying assumption is that spikes with similar shapes also share similar behavior. There are several types of anomalies based on clustering approaches (see Figure 10):

- **Small clusters.** Clusters that have only few spikes are candidate for anomalies. Here the cluster and all its spikes are treated as anomalies. In contrast, large clusters are likely not to be anomalous, because of the wisdom of the masses.

- **Spikes that do not fit.** Individual spikes that do not fit any cluster well are also candidates for anomalies.

- **Heterogeneous clusters.** Within a (large) cluster we check for the homogeneity of the spikes. Recall that we for clustering we use the shape of spikes, which means that within a cluster the shapes are expected to be similar. To find anomalies within clusters, we therefore compare additional meta-information such as modules, average and peak power consumption, and duration of each spike. For example, if all spikes except for one spike contain the module Williams.dll (within a cluster), we consider the spike that does not contain Williams.dll to be anomalous.

We confirmed the identified anomalies with developers and were able to find bugs associated with modules Mills.dll, Ritchie.dll, Holzmann.dll, and Wirth.dll. The reason for the bug was a communication client (Wirth.dll), which was waking up every 30 minutes, but was not closing the network socket (Mills.dll) properly. The anomaly showed up as several spikes that were either running longer (several minutes) than other spikes within their clusters or as spikes that did not fit any cluster. Several anomalous spikes are displayed in Figure 11.

Figure 10. Three types of anomalies that can be identified via clustering.

VI. PREDICTIVE ANALYSIS

Mobile applications are often developed within a power budget, that is, on average the application is only allowed to consume a certain amount of energy. Models that estimate power usage prior to development help developers in planning and allow them to stay within a power budget.

To test the hypothesis that power consumption can be predicted with modules used by an app, we built and tested prediction models for five different datasets:

- T1, T2, T3, and T4 are power traces (with 843, 912, 828, and 634 spikes respectively) and

- T1234, which is the combined dataset of T1–T4 (with 3215 spikes)

Each dataset contains a list of spikes with associated modules (input variables) and the average power consumption for each spike (output variable). For the predictions, we used linear regression models and focused on the ranking problem, i.e., predict the spikes that consume most power on average based on the modules used.

To assess the models we used a standard evaluation technique for prediction experiments called data splitting [19]: for each dataset, we randomly selected two thirds as training and one third as testing set and repeated this step 50 times. As evaluation criterion, we selected Spearman rank correlation, which is a commonly-used robust correlation technique because it can be applied even when the association between elements is non-linear [13]. Positive correlations result in a value of 1 and negative correlations in -1. For no correlation between the elements, the value is 0. In particular, a high positive value for Spearman means that two rankings are similar (or identical for a value of 1).

The prediction results are displayed in Figure 12 as box plots, which show the smallest value, lower quartile, median, upper quartile, and largest value of the Spearman correlation. The results show that our models reliably identify high-
power consuming spikes. The lowest correlation for all 250 runs is 0.6416. The median Spearman correlation in the experiments ranges from 0.7495 (T1) to 0.8596 (T1234), which is considered to be a strong correlation [20]. It is noteworthy that the Spearman correlations are the highest for the T1234 dataset, which is the composition of T1–T4. This suggests that traces from different applications can lead to better predictive performance. In summary, the presence of modules can produce a good ranking of power-consuming spikes, as demonstrated by very high correlation values between the predicted and observed values. Such predictions can help developers to optimize the power budget.

### VII. Conclusions and Consequences

With the increasing popularity of mobile devices such as smartphones and tablets, energy awareness has become an important issue that all software engineers should care about. In this paper, we have presented a data analysis on Windows Phone 7 usage data. We addressed several questions related to identifying modules with most power-consumption, finding characteristic energy shape patterns, detecting anomalies, and predicting power consumption based on module usage.

Understanding which of modules consume more energy is useful information to both application and platform developers and helps them to drive better design, test efforts and influence new user scenarios. These results also enable users to understand how to conserve battery power energy; for example there are several public discussions on how to conserve energy for the phone by using various combination of Hardware components [4]). While this paper does not name specific modules/applications for legal reasons, the described methodology could be applied by end-users to understand how to improve battery life by using certain combination of components and applications.

Another important goal of this paper is to call the attention of the software engineering community for working on problems related to energy awareness from several different perspectives such as requirements engineering, programming languages, as well as testing and analysis. We plan to work with researchers in the testing community to leverage our techniques for optimizing testing for energy awareness. We have merely scratched the surface of this area and plan to expand our research in this area spanning user testing and reliability. Finally, we hope that many others in the software engineering community will follow us to work on problems related to energy awareness.
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