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Abstract

Language model (LM) adaptation is an active area in natural language processing and has been successfully applied to speech recognition and to many other applications. To provide fine-grained probability adaptation for each n-grams, we in this work propose three adaptation methods based on shared linear transformations: n-gram-based linear regression, interpolation, and direct estimation. Further, in order to address the problem of data sparseness, n-grams are clustered and those in the same cluster group are made to share the same adaptation parameters. We carry out evaluation experiments on a domain adaptation task with limited adaptation data. The experimental results show that the best LM after our adaption method can reduce the perplexity by half compared with the baseline LM without adaptation, and that it also achieves a perplexity reduction of 15% compared with the earlier state-of-the-art LM adaptation methods. The speech recognition experimental results show that the proposed LM adaptation method reduces the WER by 20.8% compared with the baseline LM without adaptation.

Index Terms: Language model adaptation, linear regression, interpolation, direct estimation, clustering

1. Introduction

Language model (LM) adaptation is an active area in natural language processing and has been successfully applied to speech recognition and to many other applications [3][5][10][13][14][16]. It attempts to adjust the parameters of a LM trained from a general domain using a large amount of data (i.e., the background corpus) so that the adjusted LM can perform well on a particular domain, for which only a small amount of data (i.e., the adaptation corpus) is available.

1.1. Existing techniques

The adaptation techniques can be grouped into two categories: linear interpolation [11][4][17][21][2][18][1][22][26] and constraint specification [8][12][24]. Among the many linear interpolation approaches, according to different levels on which the interpolation is applied, they can be further divided into model-level, count-level, and topic-level linear interpolation.

Linear interpolations at the model and topic levels are rather straightforward. Take the former as an example: It first estimates the LM probabilities derived from the Background corpus and the Adaptation corpus, respectively, and then combines the two probabilities through linear interpolation. In order to provide a more fine-grained adaptation, in [4], Bacchiani et al suggested a linear interpolation framework based on the maximum a posteriori (MAP) estimation to adapt LM. This leads to a solution of linear interpolation at the frequency count level rather than at the model level:

\[ p^{CM}(w|h) = \frac{c^B(hw) + \lambda c^A(hw)}{c^B(h) + \lambda c^A(h)} \] (1)

where \( w \) denotes the word, \( h \) denotes the n-gram history of \( w \), \( c^B(h) \) and \( c^B(hw) \) are the count of \( h \) and \( hw \) in the background dataset, \( c^A(h) \) and \( c^A(hw) \) are the count of \( h \) and \( hw \) in the adaptation dataset, \( \lambda \) is a constant factor and can be estimated empirically. Bacchiani et al. reported this MAP based LM adaptation method gives superior performance.

1.2. Motivations of this work

Let us consider the parameters in these linear interpolation-based approaches. Here, the n-grams of the same domain/topic or word history share the same interpolation weights. Therefore, it is difficult to carry out fine-grained adaption of LM probabilities for each n-gram or n-gram type. On the other hand, each n-gram/n-gram type is supposed to have its own behavior under different domains, and therefore, n-gram specific parameter adaptation is needed. In order to address this problem, we propose three new LM adaptation methods: n-gram-based linear regression, interpolation, and direct estimation. In the n-gram-based linear
regression method, we scale and shift each n-gram probability at the log-probability domain based on constrained optimization toward cross entropy on the adaptation corpus. We also investigate scaling of each n-gram probability at the original probability domain. In the second method, for n-gram-based interpolation, all n-grams in a same n-gram group share the same interpolation weight. In the third method, we directly re-estimate the LM on the adaptation corpus, followed by a normalization process to adjust each n-gram probability.

In order to avoid overfitting and to be able to adapt the LM using extremely limited adaptation data, we cluster n-grams into several groups and estimate for each n-gram group a set of shared adaptation parameters so that the information from observed n-grams can be propagated to unseen n-grams within the same group during adaptation.

2. N-gram Clustering

With many individual n-gram probabilities to be adapted while having a small amount of adaptation data available, we face the problem that many n-grams are not observed in the adaptation corpus. For those n-grams that have not been observed in the adaptation data, it is desirable to exploit the observed n-grams similar to them to help adapt their n-gram probabilities. Thus, we propose to group similar n-grams into a cluster and to make them share the same set of adaption parameters. By doing so, our models are able to perform reliable parameter adaptation given often an extremely limited amount of adaptation data in practical applications.

We first build word clusters through the Brown word clustering algorithm [7], which is a form of hierarchical clustering of words based on the contexts in which they occur. We then perform n-gram grouping based on the word clusters. For example, given two n-grams, the x-th n-gram \( (w_1 \ldots w_t) \) and the y-th n-gram \( (u_1 \ldots u_t) \). We designed two criteria to decide if the two n-grams belong to the same n-gram class as follows. Criteria 1 is for n-gram-based linear regression and interpolation models, while Criteria 2 is for direct estimation model.

Criteria 1: \( g(w_1 \ldots w_t)=g(u_1 \ldots u_t) \)
when \( C(w_t)=C(u_t) \) and \( h_x=h_y \), i.e, \( w_1 \ldots w_{t-1} = u_1 \ldots u_{t-1} \)

Criteria 2: \( g(w_1 \ldots w_t)=g(u_1 \ldots u_t) \)
when \( C(w_1)=C(u_1), C(w_2)=C(u_2), \ldots, \) and \( C(w_t)=C(u_t) \)

where \( C(.) \) is the Brown word classifying function. \( h_\ast \) is the word history of the \( \ast \)th n-gram. \( g(.) \) is the n-gram grouping function of n-gram index using Criteria 1, and n-gram using Criteria 2, accordingly.

3. N-gram-based Linear Regression

Inspired by the successful linear regression-based model adaptation methods in speech recognition [14, 18, 19] and in web search [24], we propose a novel linear regression framework to perform LM adaptation. For each n-gram, its adapted LM probability is obtained by applying scaling and shifting to the log probability of background LM. We also investigate scaling at the original probability domain.

3.1. Linear regression on N-gram log-probabilities

Let \( P_k^B(x_k|h_k) \) be LM probability of the k-th n-gram trained on the background corpus and \( P_k(x_k|h_k) \) be its adapted N-gram probability. \( \ln(P_k(x_k|h_k)) \) can be estimated by linear operations of scaling and shifting:

\[
\ln(P_k(x_k|h_k)) = a_{g(k)}\ln(P_k^B(x_k|h_k)) + b_{g(k)}
\]  

(2)
where $x_k$ and $h_k$ are the word and word history of the k-th n-gram LM probability; $g(k)$ is a n-gram group function, which maps the k-th n-gram to the cluster that it belongs to. $a_{g(k)}$ and $b_{g(k)}$ denote the scaling and shifting operations applied to $\ln(P_k^B(x_k|h_k))$.

We use cross entropy toward the adaptation corpus plus regularization term as our objective function for adaptation. Our goal is to obtain a set of $a_{g(k)}$ and $b_{g(k)}$ so that the objective function $f_0$ is minimized.

$$f_0 \equiv -\sum_{k=1}^{\mathcal{P}} (count_k \times \ln(P_k(x_k|h_k)) + R(a_{g(k)}, b_{g(k)}))$$ (3)

$$R(a_{g(k)}, b_{g(k)}) \equiv \sum_{k=1}^{\mathcal{P}} \lambda_a (a_{g(k)} - 1)^2 + \lambda_b b_{g(k)}^2$$ (4)

where R(.) is the regularization function, $\mathcal{P}$ is the total number of n-grams occurring in the adaptation corpus, and $count_k$ is the count of the k-th n-gram occurring in the adaptation corpus. $\lambda_a$ and $\lambda_b$ are two weighting factors of the regularization term, which are tuned on a held-out data set in our implementation.

The adapted n-gram probabilities also need to satisfy the constraint that the sum of probabilities of the same word history is less than a threshold which is less than one. The reason of not restricting the sum to be exactly one is that we need to reserve certain probability mass for the LM back-off.

Constraint 1: $\sum_{j|\mathcal{H}_j=h} P_j(x_j|h_j) \leq \text{threshold}_h$ where $\text{threshold}_h$ is a value between 0 and 1. In our practice, we decide this value as $\sum_{j|\mathcal{H}_j=h} P^L_j(x_j|h_j)$, where $P^L_j(x_j|h_j)$ is the LM probabilities obtained from linear interpolation at the model level. Constraint 1 is equivalent to the constraint function:

$$CF_1(h) \equiv \sum_{j|\mathcal{H}_j=h} P_j(x_j|h_j) - \text{threshold}_h \leq 0$$ (5)

Since (2) is equivalent to adjusting the exponent of n-gram probability

$$P_k(x_k|h_k) = P_k^B(x_k|h_k) a_{g(k)} b_{g(k)}$$ (6)

we can observe that $P_k(x_k|h_k)$ is always larger than 0, so there is no need to check if it is negative during optimization, which simplifies the optimization.

Our objective and constraint functions are convex functions, so we can use any constrained convex optimization algorithm to obtain $a_{g(k)}$ and $b_{g(k)}$. In implementation, we use the inequality-constrained subgradient method [6] to serve this purpose. The algorithm is described in Figure 1.

---

**Figure 1. Algorithm of Linear Regression on N-gram Log Probabilities**
3.2. Linear Regression on N-gram probabilities

We also investigate linear regression based adaptation on n-gram probabilities, i.e.

\[ P_k(x_k|h_k) = a_{g(k)} P^B_k(x_k|h_k) \]  \hspace{1cm} (7)

We use cross-entropy on the adaptation corpus plus regularization term as our object function for optimization, which is defined in (8) below:

\[ f_0 \equiv -\sum_{k=1}^{D}(\text{count}_k \times \ln(P_k(x_k|h_k))) + R(a_{g(k)}) \]  \hspace{1cm} (8)

\[ R(a_{g(k)}) \equiv \sum_{k=1}^{D} \lambda_a (a_{g(k)} - 1)^2 \]  \hspace{1cm} (9)

In addition to Constraint 1, we need to assure every n-gram probability be equal or larger than zero. In practice, we assure that by checking the scaling value, i.e.

Constraint 2: \[ 0 < \varepsilon \leq a_g \]

In our implementation, \( \varepsilon \) is set to 0.1 to prevent the probabilities of the n-grams which do not appear in the adaptation corpus from becoming zero during optimization.

Using the subgradient method, we can get the algorithm shown in Figure 2.

![Figure 2. Algorithm of Linear Regression on N-gram Probabilities](image)

4. N-gram-based Linear Interpolation

Linear interpolation at the n-gram level is pretty straightforward. We combine \( P^B_k(x_k|h_k) \) and \( P^A_k(x_k|h_k) \) through the following linear interpolation:

\[ P_k(x_k|h_k) = \alpha_{g(k)} P^B_k(x_k|h_k) + (1 - \alpha_{g(k)}) P^A_k(x_k|h_k) \]  \hspace{1cm} (10)

where \( 0 \leq \alpha_{g(k)} \leq 1 \) serve as the interpolation coefficient. The object function is defined as (11).

\[ f_0 \equiv -\sum_{k=1}^{D}(\text{count}_k \times \ln(P_k(x_k|h_k))) \]  \hspace{1cm} (11)
The optimized target corpus now is a held-out corpus instead of the adaptation corpus. Our goal is to obtain a set of $a_{g(k)}$ so that the object function $f_0$ is minimized under the constraint 1. Using the subgradient method, we can get the algorithm shown in Figure 3.

5. N-gram-based Direct Estimation

The algorithm of n-gram-based direct estimation is described formally in Figure 4. I.e., for each n-gram cluster, we first estimate the n-gram cluster probabilities in both the background domain and the adaptation domain, as shown in step 1 of Figure 4. Then, we obtain a temporarily adapted LM probability for each n-gram according to step 2 of Figure 4. At the last step, we normalize the temporarily adapted LM probability toward the word history and obtained the final LM probability for each n-gram.

Step1: obtain n-gram group probabilities- $P^B(G_u|G_v)$ and $P^A(G_u|G_v)$ by

$$P^B(G_u|G_v) = \frac{\sum_{(w,h) | g(w) = G_u, g(h) = G_v} P^B(h, w)}{\sum_{(h) | g(h) = G_v} P^B(h)}$$

$$P^A(G_u|G_v) = \frac{\sum_{(w,h) | g(w) = G_u, g(h) = G_v} P^A(h, w)}{\sum_{(h) | g(h) = G_v} P^A(h)}$$

Step2: obtain temporarily adapted LM probability by multiplying background LM probability with the ratio of N-gram group probability:

$$P^T(w|h) = P^B(w|h) \times \frac{P^A(g(w) | g(h))}{P^B(g(w) | g(h))}$$

Step3: normalize the temporarily adapted LM probability toward the word history:

$$P(w|h) = \frac{P^T(w|h)}{\sum_{x} P^T(x|h)}$$

Figure 4. Algorithm of N-gram-based Direct Estimation

6. Experiments

In order to evaluate the proposed adaptation models, we carried out a series of experiments under a rather difficult environment that only very limited adaptation data are available. Perplexity and word error rate
(WER) of our in-house automatic speech recognition (ASR) system are the metrics used for performance evaluation.

### 6.1. Datasets and experimental setting

We used a part of Gigaword 4.0 as our background corpus, which contains all newswires of New York Time in 2008. We extracted part of a MS Excel-related book of 2010 as our adaptation corpus and held-out corpus. We also used another MS Excel-related book of 2013 as the testing corpus. The sizes of the data sets in our experiments are summarized in Table 1.

**Table 1. Summary of datasets**

<table>
<thead>
<tr>
<th>Data sets</th>
<th>Sentence s</th>
<th>Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background corpus (bg)</td>
<td>1528343</td>
<td>69674766</td>
</tr>
<tr>
<td>Adaptation corpus (adapt)</td>
<td>120</td>
<td>3948</td>
</tr>
<tr>
<td>Held-out corpus</td>
<td>120</td>
<td>4390</td>
</tr>
<tr>
<td>Testing corpus</td>
<td>4597</td>
<td>111219</td>
</tr>
</tbody>
</table>

We built the background LM and the adaptation LM from background corpus and adaptation corpus, respectively, using modified Kneser-Ney smoothing [9] provided by SRILM [23].

### 6.2. General results

The evaluation results are presented in Table 2. First, we observe that the proposed N-gram-level fine-grained LM adaptation methods achieve significant perplexity and WER reduction comparing to using the background LM without adaptation (LM of bg). For example, the N-gram-based linear interpolation (N-gram Int) approach reduces the perplexity by half, from 756 to 373, and reduces the WER from 16.40% to 12.99%, corresponding to a 20.8% relative WER reduction. This demonstrates the effectiveness of the proposed LM adaptation methods.

**Table 2. Performance on held-out and testing corpuses. (The number of word clusters is set to 200)**

<table>
<thead>
<tr>
<th>LM of bg (baseline)</th>
<th>PPL on held-out set</th>
<th>PPL on test set</th>
<th>ASR WER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM of adapt (baseline)</td>
<td>812</td>
<td>756</td>
<td>16.40</td>
</tr>
<tr>
<td>MAP adaptation (baseline)</td>
<td>394</td>
<td>430</td>
<td>13.35</td>
</tr>
<tr>
<td>LM of bg+adapt (baseline)</td>
<td>711</td>
<td>724</td>
<td>-</td>
</tr>
<tr>
<td>Class-based LM (baseline)</td>
<td>782</td>
<td>846</td>
<td>-</td>
</tr>
</tbody>
</table>

N-gram Reg on prob
N-gram Reg on log prob
N-gram Int
N-gram DirEst

In order to further evaluate the effectiveness of the proposed methods compared to previous work, we implemented three LM adaptation baselines for comparison. They are based on MAP-based LM adaptation (MAP adaptation), multi-style training, e.g., re-estimate the LM on the combination of background data and adaptation data (LM of bg+adapt), and Class-based LM. Compared to these baselines, all the proposed methods except N-gram based direct estimation (n-gram DirEst) give superior performance in both perplexity and WER. Specifically, compared with the strong baseline which is based on MAP LM

---

1. Our class-based LM consists of two parts: the probability of word given class, which is learned from bg+adapt corpus, and N-gram of word classes, which is learned from ada. Use of more advanced class-based LMs, such as model M [8][22] will be our future work.
adaptation, the linear regression on log probability method (N-gram Reg on log prob) achieves a perplexity reduction of 65 (from 430 to 365, a 15% relative perplexity reduction). The N-gram-based linear interpolation (N-gram Int) also gives significant perplexity reductions (from 430 to 373, a 13.2% perplexity reduction) compared to the MAP based LM adaptation baseline. These results demonstrated that the newly proposed methods can adapt the LM using limited adaptation data more effectively.

On the other hand, the N-gram based direct estimation (N-gram DirEst), though outperforming the two methods without adaptation, gives a moderate performance compared with previous LM adaptation baselines. Our interpretation of the moderate performance is that it is due to the normalization step: since the normalization does not consider the adaptation corpus, it could weaken the effect of the adaptation operations of step 2 of Figure 4. Therefore, how to design an improved normalization for “N-gram DirEst” is in our future work.

6.3. Effects of the size of N-gram classes
To further investigate the effects of n-gram clustering, we compare the effects of different sizes of n-gram classes. As described in section 2, our n-gram grouping is based on Brown word clustering. Thus, we can control the number of n-gram classes by controlling the number of word clusters. Their sizes are summarized in Table 3.

<table>
<thead>
<tr>
<th>word cluster #</th>
<th>unigram class #</th>
<th>bigram class #</th>
<th>trigram class #</th>
</tr>
</thead>
<tbody>
<tr>
<td>206K (no clustering)</td>
<td>206K (no grouping)</td>
<td>2369K (no grouping)</td>
<td>3480K (no grouping)</td>
</tr>
<tr>
<td>2000</td>
<td>2002</td>
<td>1533K</td>
<td>3096K</td>
</tr>
<tr>
<td>500</td>
<td>502</td>
<td>1177K</td>
<td>2764K</td>
</tr>
<tr>
<td>200</td>
<td>202</td>
<td>954K</td>
<td>2512K</td>
</tr>
<tr>
<td>20</td>
<td>22</td>
<td>461K</td>
<td>1791K</td>
</tr>
</tbody>
</table>

Table 4. The effect of different numbers of word clusters (numbers of n-gram classes) on the performance of linear regression on N-gram log probability

<table>
<thead>
<tr>
<th>word cluster #</th>
<th>Perplexity on held-out corpus</th>
<th>Perplexity on testing corpus</th>
<th>ASR WER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>206K</td>
<td>373</td>
<td>381</td>
<td>13.42</td>
</tr>
<tr>
<td>2000</td>
<td>368</td>
<td>362</td>
<td>13.21</td>
</tr>
<tr>
<td>500</td>
<td>366</td>
<td>371</td>
<td>13.78</td>
</tr>
<tr>
<td>200</td>
<td>361</td>
<td>365</td>
<td>13.24</td>
</tr>
<tr>
<td>20</td>
<td>369</td>
<td>376</td>
<td>13.21</td>
</tr>
</tbody>
</table>

The effects of different numbers of word clusters (numbers of n-gram classes) on the performance of Regression on N-gram Log Probability are shown in Table 4. We observe that 200 word clusters and 2000 word clusters give the best performance on held-out corpus and testing corpus, respectively. Therefore, by comparing them with the performance of no word clustering, it can be concluded that sharing the same adaptation parameters among n-grams that belong to a same cluster brings solid benefits in our adaptation algorithms.

7. Conclusions
In this paper, we propose and evaluate three new LM adaptation methods: 1) n-gram-based linear regression on log-probabilities and on linear probabilities, 2) interpolation at the n-gram level, and 3) direct estimation of adapted n-gram probabilities. These methods aim to provide fine-grained n-gram probability adaptation
for a language model under the condition of small amounts of adaptation data. To avoid overfitting and address the sparseness problem, n-grams are grouped and the same set of adaptation parameters are shared among all n-grams in the same cluster. We carried out a series of experiments on a LM domain adaptation task. Experimental results show that all three proposed models achieve significant improvement in perplexity and WER over a strong baseline system, and that n-gram-based linear regression on log probabilities gives the lowest perplexity among all.
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