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Abstract

We conduct a cross-modal priming experiment to determine the mental representation and access strategies for morphologically derived words in Bangla. Analysis of reaction time and error rates indicates that morphologically related words trigger priming effects, even when they are phonologically opaque, and phonologically related but morphologically unrelated words do not exhibit priming. Thus, there is a strong evidence for morphological decomposition of derivationally suffixed words in the minds of the Bangla speakers, though certain suffixes do not seem to evoke decomposition rules. We also observe that word recognition time is also strongly affected of certain orthographic features.

1 Introduction

Understanding the organization of the mental lexicon is one of the important goals of cognitive science. Mental lexicon refers to the representation of the words in the human mind and the various associations between them that help fast retrieval and comprehension of the words in a given context. Words are known to be associated with each other at various levels of linguistic structures namely, orthography, phonology, morphology and semantics. However, the precise nature of these relations and their interactions are unknown and very much a subject of research in psycholinguistics. A clear understanding of these phenomena will not only further our knowledge of how the human brain processes language, but also help in developing apt pedagogical strategies and find applications in natural language processing.

One of the key questions that psycholinguists have been investigating for a long time and debating a lot about is the mental representation and access mechanisms of polymorphic words: whether they are represented as a whole in the brain or are understood by decomposing them into their constituent morphemes. That is to say, whether a word such as “unimaginable” is stored in the mental lexicon as a whole word or do we break it up “un-” , “imagine” and “-able”, understand the meaning of each of these constituent and then recombine the units to comprehend the whole word. Such questions are typically answered by designing appropriate priming experiments or other lexical decision tasks. The reaction time of the subjects for recognizing various lexical items under appropriate conditioning reveals important facts about their organization in the brain. (See Sec. 2 for models of morphological organization and access and related experiments).

There is a rich literature on organization and lexical access of polysemic words where experiments have been conducted mainly for English, but also Hebrew, Italian, French, Dutch, and few other languages (Frost et al., 1997; Grainger, et al., 1991; Drews and Zwislockood, 1995). However, we do not know of any such investigations for Indian languages, which are morphologically richer than many of their Indo-European cousins. On the other hand, several cross-linguistic experiments indicate that mental representation and processing of polymorphic words are not quite language independent (Taft, 2004). Therefore, the findings from experiments in one language cannot be generalized to all languages making it important to conduct similar experimentations in other languages. Bangla, in
particular, features stacking of inflectional suffixes (e.g., *chhele + TA + ke + i* “to this boy only”), a rich derivational morphology inherited from Sanskrit and some borrowed from Persian and English, an abundance of compounding, and mild agglutination.

This work describes some initial experiments to understand the organization of the Bangla mental lexicon at the level of morphology. Our aim is to determine whether the mental lexicon decomposes morphologically complex words into its constituent morphemes or does it represent the unanalyzed surface form of a word. We apply the cross modal repetition priming technique, described in (Marslen-Wilson et al., 1994), to answer this question specifically for derivationally suffixed polymorphic words of Bangla. We observe that morphological relatedness between lexical items triggers a significant priming effect, even when the forms are phonologically unrelated. On the other hand, phonologically related but morphologically unrelated word pairs hardly exhibit any priming effect. These observations are similar to those reported for English and indicate that derivationally suffixed words in Bangla are accessed through decomposition of the word into its constituent morphemes.

Further analysis of the reaction time and error rates per word and per subject reveal several interesting facts such as (a) apart from usage frequency, word length and presence of certain orthographical features also affect the recognition time of a word, and (b) certain derivational suffixes inherited from Sanskrit, which usually make the derived word phonologically or semantically opaque, do not trigger priming; this indicates that these morphological relations are no longer recognized or internalized by the modern Bangla speakers. These and similar other observations make us believe that understanding the precise nature of the mental representation of morphological processes in Bangla (as well as other Indian languages) is a challenging and potent research area that is very little explored.

The rest of the paper is organized as follows: Sec. 2 presents related works; Sec. 3 describes experiment design and procedure; Sec. 4 summarizes the observations and discusses the findings; Sec. 5 concludes the paper by grounding this work in a more general context.

2 Related Works

Over the last few decades many studies have attempted to understand the representation and processing of morphologically complex words in the brain for various languages. Most of the studies are designed to support one of the two mutually exclusive paradigms: the full-listing and the morphemic model. The full-listing model claims that polymorphic words are represented as a whole in the human mental lexicon (Bradley, 1980; Butterworth, 1983). On the other hand, morphemic model argues that morphologically complex words are decomposed and represented in terms of the smaller morphemic units. The affixes are stripped away from the root form, which in turn are used to access the mental lexicon (Taft and Forster, 1975; Taft, 1981; MacKay, 1978). Intermediate to these two paradigms is the partial decomposition model that argues that different types of morphological forms are processed separately. For instance, the derived morphological forms are believed to be represented as a whole, whereas the representation of the inflected forms follows the morphemic model (Caramazza et al., 1988).

Traditionally, priming experiments have been used to study the effects of morphology in language processing. Priming is a process that results in increase in speed or accuracy of response to a stimulus, called the target, based on the occurrence of a prior exposure of another stimulus, called the prime (Tulving et al., 1982). Here, subjects are exposed to a prime word for a short duration, and are subsequently shown a target word. The prime and target words may be morphologically, phonologically or semantically related. An analysis of the effect of the reaction time of subjects reveals the actual organization and representation of the lexicon at the relevant level.

Priming effects are observed because of the way our brain is supposed to function. Presentation of a stimulus (say a word P) activates a group of neurons (often termed as a functional web) in the brain. There are numerous functional webs in the brain; typically a neuron participates in multiple functional webs with varying degree association. When another stimulus (say word T) is then presented to the individual within a short duration (typically 300 ms), the recognition of T
is faster if the functional web of T shares a lot of neurons with that of P. This fast reaction time to recognize a stimulus due to the prior exposure to a functionally related stimulus is known as priming. Thus, through priming experiments, we can identify word pairs whose functional webs have a stronger overlap, which in turn reveals how brain organizes the words in the mental lexicon. See Pulvermüller (2002) for a detailed account of such phenomena.

Here we briefly survey some priming experiments for studying morphological processes. These experiments can be classified according to the mode of representing the prime and target words: (a) when both are visually presented (Frost et al., 1997), (b) primes are auditorily presented but the targets are visually presented (Marslen-Wilson and Tyler, 1997, 1998; Marslen-Wilson and Zhou, 1999), (c) targets are auditorily presented but the primes are visually presented (Marslen-Wilson et al., 1994). These experiments demonstrate that across the languages, recognition of a target word (say happy) is facilitated by a prior exposure of a morphologically related prime word (e.g., happiness). Since morphological relatedness often implies orthographic, phonological and semantic similarities between two words, several attempts have been made to factor out other priming effects from morphological priming (Bentin and Feldman, 1990; Drews and Zwitserlood, 1995; Stolz and Feldman, 1995).

The masked priming paradigm, where the prime word is placed in between a forward mask and a target word such that it cannot be consciously perceived (Bodner and Masson, 1997), also shows some interesting ways of examining morphological effects in word recognition (Forster and Davis, 1984). Through such experiments morphological priming effects are shown to exist in the absence of semantic priming for Hebrew (Frost et al., 1997), and orthographic priming for French (Grainger et al., 1991) and Dutch (Drews and Zwitserlood, 1995).

We do not know of any cognitive experiments on morphological priming in Bangla or other Indian languages, though there are works on other kinds of priming experiments (see for example, Vasishth et al. (2010) and Ambati et al. (2009)).

3 The Experiment

In order to study the organization of morphologically derived words in Bangla we conduct a cross-modal repetition task as described in (Marslen-Wilson et al., 1994). In this technique, a subject hears an audio stimulus and immediately at the offset of the spoken prime, gets a visual representation of the target word\(^1\). The prime and the target words are either morphologically related or phonologically transparent to each other. A pair of word is said to be morphologically related if they meet the following conditions\(^2\):

a) One word is the derived form of the other

b) The derived form has a recognizable suffix

A pair of word is said to be phonologically transparent if whole or a significant part of one word is fully or partly contained in the other word.

Based on the auditory prime and the visual target probe, the subjects are asked to make some lexical decision, which in this case is to say whether the visually presented target is a valid word in the language. The above experiment is also repeated with the same target words but with different auditory inputs called the control words. The control words do not have any morphological or phonological relatedness with the target. For example, baYaska (aged) and baYasa (age) is a prime-target pair, for which the corresponding control-target pair could be naYana (eye) and baYasa (age).

The time taken by a subject to complete the lexical decision task after the visual presentation of the target is defined as the response time (RT). The RTs between a prime-target and the corresponding control-target pair are compared to identify whether there is enough evidence of morphologically structured lexical representation. Experiments in English and other languages show that in general the RT between the prime-target pair is significantly less than that of the control-target pair, implying the presence of morphological priming effect. Nevertheless, all

\(^1\) This study follows the experiment 1 of (Marslen-Wilson et al., 1994); however, for the sake of readability we describe the design process and other details.

\(^2\) Thus, we do not consider other morphological processes of Bangla, such as inflections and prefixed forms.
linguistically apparent morphological processes need not have equal priming effects or any effect at all.

3.1 Materials

We selected 56 prime-target pairs, where the primes are derivationally suffixed forms of the targets. In half of these pairs, the words are phonologically related, whereas for the other half the derived forms phonologically differ from the targets. These classes are respectively referred to as [M+P+] (or class I) and [M+P-] (or class II). In order to further factor out the effect of phonological priming, another 28 prime-target pairs were selected, where the prime phonologically contains the target but they are not morphologically related. This set of prime-target pairs are denoted as [M-P+] (or class III). Table 1 describes these three classes with examples.

It is interesting to note that while it is very easy to collect word pairs belonging to class I and class III, it is hard to come up with morphologically derived word forms in Bangla which are phonologically opaque. In fact, almost all the native Bangla suffixes (e.g., -A, -I, -li, oYA) do not change the form of the root to which it attaches. However, there are some derivational processes inherited from Sanskrit, where the root forms are phonologically distinct from the derived ones, e.g., hiyA (to kill) – hi/nsA (violence, i.e., desire to kill).

For each of the 84 target words, we selected another set of 84 control words. These control words are similar to the prime words in terms of word length, and number of syllables. However, they are neither morphologically nor phonologically related to the targets. Some statistics about the prime, target, and control words are presented in Table 2.

<table>
<thead>
<tr>
<th>Class</th>
<th>Explanation</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>[M+P+]</td>
<td>Words are related morphologically and phonologically</td>
</tr>
<tr>
<td>II</td>
<td>[M+P-]</td>
<td>Words are morphologically related but phonologically opaque</td>
</tr>
<tr>
<td>II</td>
<td>[M-P+]</td>
<td>Words are phonologically related but not morphologically</td>
</tr>
</tbody>
</table>

Table 1: Dataset for the Experiment

<table>
<thead>
<tr>
<th>Word Type</th>
<th>Avg. Word Length</th>
<th>Avg. No. of complex characters</th>
<th>Average Corpus Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target</td>
<td>4.0</td>
<td>0.26</td>
<td>1463</td>
</tr>
<tr>
<td>Prime</td>
<td>6.4</td>
<td>0.464</td>
<td>1582</td>
</tr>
<tr>
<td>Control</td>
<td>6.2</td>
<td>0.472</td>
<td>1514</td>
</tr>
</tbody>
</table>

Table 2: Some statistics of the target, prime, and control words

As discussed earlier, after hearing the auditory prime, a visual probe is presented to the subjects based on which some lexical decision have to be made. Thus, it is essential to restrict the subjects to make any strategic guess about the relationship between prime and the target word pairs. This can be achieved by introducing some fillers in between the actual prime-target or control-target pairs. We constructed a set of 84 filler pairs which can be categorized into the following three sets of 28 word pairs each: (a) where the prime is a valid word but the target is not, although it is phonologically contained in the prime and is obtained by deleting some word final character-string, e.g., kapAla (forehead) – kapA (non-word); (b) where the target is a valid word but the prime is not, although it phonologically contains the target and is derived by adding a suffix to the target, e.g hAtAri (non-word) – hAta (hand); and (c) where both the prime and target are valid words without any morphological and phonological relatedness.

Thus, in all, there are 252 word pairs including 84 prime-target pairs, 84 control-target pairs and 84 fillers. Before presenting the word pairs to each subject, they are randomized and divided into two sets, such that the prime-target pair and the corresponding control-target pair are present in different sets. Moreover, each set contains exactly half of the prime-target and half of the control-target pairs.

Another set of 10 prime-target and prime-control words were collected for a practice session before the true experiments. However, the RTs of these practice pairs are not included in any analysis.

3.2 Procedure

The experiment was conducted using a custom-made graphical user interface (GUI) that randomized the word pairs, played the auditory stimulus and then showed the visual probe for 200ms. Corresponding to each visual probe, subjects had
3000ms to perform the lexical decision after which the system presents the next audio stimulus. The subject performs the decision task by clicking either the “Valid Word” or the “Invalid Word” button of the evaluation GUI. The system automatically records the RT, which in this case is the time between the onset of the visual probe and clicking of one of the buttons by the subject.

Before starting the real experiment all the subjects were given a short training about the task. A trial run was also performed using the separately collected 10 trial word pairs. As discussed earlier, the experiment is divided into two phases. The experimental procedure for both the phases is same except that the prime and control words are different. The duration of each phase is about 12 minutes. Between these two phases, there was a break of at least 2 hours. Since a continuous session of 12 minutes require a lot of attention and is tiring for the subjects, we further divided each phase of the experiment into four small sessions of three minutes each. There was a break for two minutes between the sessions.

3.3 Participants

The experiments were conducted on 14 highly educated native Bangla speakers; 9 of them have a graduate degree and 5 hold a post graduate degree. The age of the subjects varies between 22 to 35 years.

4 Results and Discussion

The RTs with extreme values and those for incorrect lexical decisions (about 3.2%) were excluded from the data. We define extreme RT values for each subject as the median RT value of that subject over all prime and control pairs plus/minus 500 ms. Table 3 summarizes the mean RTs for the prime and control sets for the three classes. The p-values for two-sample t-test and paired t-test are also indicated, where the prime and corresponding control RTs have been considered as the two samples or items within a pair. We observe that the average RTs for Bangla control-target pairs are more than the corresponding prime-target ones for [M+P+] and [M+P-] classes. These results are statistically significant according to the t-statistics. However, we see no significant difference between the prime and control RTs for [M-P+] class. Thus, strong priming effects are observed when the target word is morphologically related and phonologically contained in the prime word; weak priming effect is observed when the target is morphologically related to but not phonologically contained in the prime; moreover, no priming effects are observed when the prime and target words are phonologically related but share no morphological relationship, which rules out the possibility that priming in [M+P+] could be due to phonological relatedness. These observations together imply that

Bangla derivationally suffixed words are in general represented in terms of their constituent morphemes; lexical access and comprehension is facilitated through decomposition of the surface forms into the corresponding constituents.

Marslen-Wilson et al. (1994) observed similar results for English and Arabic where significant priming is found for morphologically transparent prime-target pairs but priming effect is not observed for morphologically unrelated pairs. The RTs were further analyzed for each participant and each word. A two sample t-test for the par-

<table>
<thead>
<tr>
<th>Class</th>
<th>Average RT (in ms)</th>
<th>p values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prime</td>
<td>Control</td>
</tr>
<tr>
<td>[M+P+]</td>
<td>1005</td>
<td>1044</td>
</tr>
<tr>
<td>[M+P-]</td>
<td>1045</td>
<td>1070</td>
</tr>
<tr>
<td>[M-P+]</td>
<td>1077</td>
<td>1058</td>
</tr>
</tbody>
</table>

Table 3: Average RT for the word classes and the p-values (see text for details)

3 While the priming trends observed in (Marslen-Wilson et al., 1994) are exactly similar to those reported here, there is a striking difference between the absolute values of the RTs (typically 400-500 ms higher than the values that are usually reported in literature). In order to rule out the possibility of any methodological error in our setup, we repeated the experiments with some of the English word items used in (Marslen-Wilson et al., 1994). The participants were native Bangla speakers, who had 10 to 12 years of formal English-as-second-language education. Surprisingly, their RTs for English words were 100 - 200 ms lower than those for Bangla. This might be due to various factors, and calls for further research. The residual difference of 200-300 ms, perhaps, is explained by the fact that the participants had to make a mouse-click for selecting the appropriate option on the screen, instead of pressing a real button or key which is a more common technique.
participants indicates that 8 out of 14 participants exhibited statistically significant priming effects ($p < 0.05$) for [M+P+] class.

<table>
<thead>
<tr>
<th>Class</th>
<th>Sign Score Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>[M+P+]</td>
<td>-10 to -4</td>
</tr>
<tr>
<td></td>
<td>-3 to +3</td>
</tr>
<tr>
<td></td>
<td>+4 to +11</td>
</tr>
<tr>
<td>[M+P-]</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>18</td>
</tr>
<tr>
<td>[M-P+]</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>8</td>
</tr>
</tbody>
</table>

Table 4: Classification of the Sign Test Values According to Classes and Sign Score Ranges

The corresponding numbers for [M+P-] and [M-P+] are 5 ($p < 0.05$) and 3 ($p < 0.08$) respectively. As we shall discuss later, participants with poor priming effects also had larger error rates, which indicates that perhaps they were not paying enough attention during the experiments. Nevertheless, the overall pattern of priming at the level of individuals is similar to that of the global trend. This further confirms our general conclusion.

4.1 Analysis of RTs for Lexical Items

We also looked at the RTs for each of the 84 target words. Since we had only 14 of observations, one from each participant, we decided to conduct a sign test instead of the usual parametric tests of significance (e.g., $t$-test). The sign test is performed by taking the signs of the differences of the RTs for a corresponding prime-target and control-target pair, and then summing (or averaging) over the signs. The null hypothesis here is that the average or sum is 0 (i.e., there are equal number of cases where control RT is greater than prime RT and vice versa). The results are summarized in Table 4. Since we subtracted the control RT from the prime RT, a negative sign indicates priming. Therefore, the smaller the value of the sum for a target word, the more significant is the priming effect. We consider a value less than or equal to -4 as significant. In other words, a target is considered to be significantly primed by the prime word if out of 14 responses, RT for the prime-target was smaller than the RT for the corresponding control-target in at least 9 cases.

The results of Table 4 are in agreement with those in Table 3: maximum priming is observed for words in [M+P+], some priming is evident in [M+P-], but for most of the lexical in [M-P+] no priming effect was observed.

It is interesting to look at the individual lexical items whose priming behavior deviates from that of their class. For instance, akarma (useless work) – akarmaNyA (worthless girl) and kShama (forgiveness) – kShamaNIYa (forgivable) exhibit the least priming effect (sign test sum = +2) in [M+P+]. However, this may not be surprising because, akarma and kShamaNIYa are very infrequent words, which makes them difficult to recognize.

In [M+P+] class, pAna (to drink) – pipAsA (thirsty), dharA (hold) – dhaIrya (patience) and chaIa (move) – chaIa (controlled) show no priming effect (sign score = +3). Apart from phonological and semantic non-transparency, here the target words pAna, chaIa and dharA are polysemous. Word sense ambiguity is known to lead to high RTs.

In general, we observe that participants are unable to recognize the morphological connection between certain derivationally suffixed word pairs in the [M+P+] class. Sign test scores for them are close to 0. Examples include suhRRIda (friend) – souhArIdya (friendship), uchi (appropriate) – auclitya (appropriateness) and hatyA (murder) – hi.nA (violence). Bangla inherits these morphological forms from Sanskrit.

It is worth mentioning here that sign test has also revealed weak or no priming for a few strongly associated prime-target pairs such as ghana (dense) – ghana (density) and ga–Ng (river Ganges) – ga–Ngajala (water from Ganges). We could not identify any particular reason for this anomalous behavior, though it could be simply due to the noisiness of RT data.

4.2 Analysis of High RT Lexical Items

We also observed that the RTs for certain pair of words were significantly higher than what one would expect and consistently so across all the participants. Manual inspection of these words indicates that the target or the corresponding prime/control words in such cases have one of the following properties:

(a) very infrequent
(b) long in terms of the number of characters present (≥ 5)

$p$Ana also means “get” or “achieve” (2nd person, honorific, simple present) and “beetle leaf”; dharA also means “earth”; chaIa also means “continue”. 
(c) presence of certain conjugates such as 
\(Sh+T\), \(l+p\) and \(-N+g\), and other irregular or non-transparent glyphs \(g + u\) and \(h+RRI\) in the target.

(d) incorrect spelling of the target (e.g., sharira instead of sharIra).

Frequency effects on recognition time are well studied (Foster and Davis, 1984; Taft, 2004) and explain observation (a). It is quite well known that visual word recognition time and accuracy depends on several factors such as, font size, font type, eccentricity, i.e., the angle of the visually represented word from the focus of the eye, and the crowding effect, i.e., the physical length of a word (see, e.g., Jo (2000)). Therefore, observation (b) is also not surprising. However, the last two observations are specific to Bangla orthography and throw up some interesting research questions.

The Bangla script uses a large number of non-transparent glyphs for conjugates and also some consonant-vowel pairs. These glyphs have been a point of discussion amongst the scholars of Bangla language, especially for pedagogical reasons: non-transparency in character representation leads to poor recognition and recall of the glyphs as well as the words containing them; this negatively affects the learning process in young children. Therefore, there have been proposals for using the less common but easy to recognize transparent forms of these glyphs. We do not know of any systematic study that explores and quantifies the cognitive load associated with the learning and processing of the glyphs with varying degree of transparency. Since such a study is beyond the scope of the current work, the experimental items were not prepared to specifically identify glyph recognition complexities. Nevertheless, we do observe an effect of glyph transparency and glyph usage frequency on word recognition time. Uncommon and non-transparent glyphs (e.g., \(h\)) have highest recognition time, whereas very frequent glyphs (e.g., \(k+Sh\), even if non-transparent do not seem to have a negative effect on the recognition time of the words.

High recognition time and error for incorrect spellings, or non-words, is a well known fact. However, it is interesting in the context of Bangla because Bangla does not distinguish between short and long vowels in pronunciation, even though the distinctions are traditionally maintained in the written forms.

<table>
<thead>
<tr>
<th>Class</th>
<th>Avg. RT (ms)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prime</td>
<td>1000</td>
<td>1.9</td>
</tr>
<tr>
<td>Control</td>
<td>1047</td>
<td>1.3</td>
</tr>
<tr>
<td>Fillers</td>
<td>1406</td>
<td>6.2</td>
</tr>
</tbody>
</table>

Table 5. Comparison of the RT and error rates between prime, control and fillers.

Recently, there have been several controversial proposals for spelling reforms where all long vowels are to be replaced by their shorter counterparts. The unintentional error in our dataset, sharira (body) instead of the more commonly found and popularly acceptable form sharIra, was accidentally discovered when we observed very high RT for the pairs involving this item as the target. Thus, it might be argued that speakers who have learnt the traditional spellings will find it hard to recognize their new spellings. This is not a surprising conclusion, though the exact nature and extent of difficulty in perceiving the new forms is a topic of further research.

4.3 Analysis of Error Rates

During priming experiments, participants can make an incorrect lexical decision on whether a word is valid or invalid. The errors could be due to a participant’s incorrect judgment about validity of a word or a wrong selection made despite of a correct judgment. In general, it has been observed that error rates and RT for non-words are higher than valid words. Table 5 reports the error rates and RT for the prime-target, control-target and the fillers. As expected, we observe high error rates and high RT for fillers, which mostly consist of non-words as target or prime. In fact 81% of the total errors for the fillers are for the non-words. The overall error rate, however, is quite low.

Recall that for [M+P+] categories, 8 out of 14 participants showed statistically significant priming effects, which led us to hypothesize that the remaining 6 participants were not paying good attention during the experiments or are not well exposed to Bangla (quite unlikely though). Therefore, we would expect their error rates to be higher than that of the other 8 participants. Figure 1 plots the pie chart of error rates.
for the significantly primed (grey cells) and non-significantly primed (white cells) participants.

![Pie Chart]

Figure 1. Comparison of error rates for different categories of lexical items. The gray and the white cells are respectively for participants who displayed significant and insignificant priming effects for [M+P+].

Overall error rate of the former class of participants (41%) is much less than that of the latter (59%), which matches our speculation. Again, as one would expect, the maximum errors are made for fillers. Among the valid words, the highest error rates are observed for the class [M-P+] (see Figure 2). Recall that this is the class, for which we do not observe any priming effect.

5 General Discussions and Conclusions

In this paper we presented some preliminary psycholinguistic experiments to identify the basic representation and processing of Bangla polymorphemic words. Our initial results show that morphologically related prime-target pairs do prime each irrespective of their phonological relatedness. On the other hand, prime-target pairs that are morphologically opaque do not exhibit any priming effects even if they are phonologically related. These observations lead us to believe that mental representation and access of polymorphic words in Bangla are typically achieved by decomposition of the word into its constituent morphemes, which is the basic premise of the obligatory decomposition model (Taft, 1988; 2004). However, it would be premature to conclude anything concrete based only on the current experimental results.

We also observe that several other factors including word usage frequency, orthographic complexities, word length and spelling affect the overall word recognition time and accuracy.

![Bar Chart]

Figure 2: Comparison of error rates across word classes.

Each of these factors call for rigorous experimentation for understanding the exact nature of their inter-dependencies. However, morphological complexity of Bangla throws up many more research questions that we plan to investigate in the future.

First, Bangla features several morphological phenomena such as, inflection, derivation, affix stacking, compounding, echo words and reduplication, as well as complex combinations of these processes. Second, Bangla not only uses native affixes, but also those inherited/borrowed from Sanskrit, Perso-Arabic and English languages. Third, certain morphological processes are rare, while some are quite common. Fourth, there is also a complex interrelation between morphology and semantics, phonology and orthography. Fifth, certain morphological processes might be easier to acquire and are perhaps acquired much early during child language acquisition, while some other processes might be internalized much later. It would be interesting to systematically explore all these dimensions and identify the morphological processes and factors that trigger morpheme decomposition rules in the brain versus those forms which are understood as whole word through the full-listing model.

5 In our experiments, we observed that the target sbabhAba (nature) is not primed by the derived form sbAbhAbika (natural/normal), even though both the words are very frequently used. One possible reason could be semantic opaqueness of the derived form, because the most commonly used sense of sbabhAba is “character” while sbAbhAbika usually means “normal”. 


Finally, it is worthwhile to contemplate a little on the broader goals of this research. Understanding the representation and processing of words in the brain is a small, but fundamental, step towards the broader objective of understanding how humans acquire and process languages. This knowledge does not only resolve one of the holy grails of cognitive science, but also is useful for designing better NLP systems based on the understood organic principles. For instance, the lexicon of Bangla is quite large due to the productive morphological processes. Thus, a full listing of words seems an unreasonable approach. On the other hand, many NLP applications including Machine Translation and Information Retrieval require word and phrasal dictionaries. Understanding the organization of the words in the Bengali mental lexicon can provide very useful pointers to which words should be listed in the lexicon and which one are to be processed on the fly using a morphological analyzer. A representation scheme for the computational lexicon based on the principles of mental lexicon organization is expected to perform better because its success and failure in processing words are expected to meet the expectations of the end user.
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Appendix-I: Dataset for the Experiment

Words are arranged in a sequence of triplets (target, prime and control), for class-I, II and III separated by semicolon. The fillers contain only prime-target pairs.

Class-I triplets: Morphologically and phonologically related prime-target pairs (M&P+)

<table>
<thead>
<tr>
<th>Word</th>
<th>Word</th>
<th>Word</th>
<th>Word</th>
<th>Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>অক্ষর</td>
<td>অক্ষর</td>
<td>অক্ষর</td>
<td>অক্ষর</td>
<td>অক্ষর</td>
</tr>
<tr>
<td>অক্ষর</td>
<td>অক্ষর</td>
<td>অক্ষর</td>
<td>অক্ষর</td>
<td>অক্ষর</td>
</tr>
<tr>
<td>অক্ষর</td>
<td>অক্ষর</td>
<td>অক্ষর</td>
<td>অক্ষর</td>
<td>অক্ষর</td>
</tr>
<tr>
<td>অক্ষর</td>
<td>অক্ষর</td>
<td>অক্ষর</td>
<td>অক্ষর</td>
<td>অক্ষর</td>
</tr>
</tbody>
</table>

Class-II triplets: Morphologically related but phonologically opaque pairs (M+P)

<table>
<thead>
<tr>
<th>Word</th>
<th>Word</th>
<th>Word</th>
<th>Word</th>
<th>Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word</td>
<td>Word</td>
<td>Word</td>
<td>Word</td>
<td>Word</td>
</tr>
<tr>
<td>Word</td>
<td>Word</td>
<td>Word</td>
<td>Word</td>
<td>Word</td>
</tr>
<tr>
<td>Word</td>
<td>Word</td>
<td>Word</td>
<td>Word</td>
<td>Word</td>
</tr>
<tr>
<td>Word</td>
<td>Word</td>
<td>Word</td>
<td>Word</td>
<td>Word</td>
</tr>
</tbody>
</table>

Class-III triplets: Phonologically related but morphologically opaque pairs (M+P+)

<table>
<thead>
<tr>
<th>Word</th>
<th>Word</th>
<th>Word</th>
<th>Word</th>
<th>Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word</td>
<td>Word</td>
<td>Word</td>
<td>Word</td>
<td>Word</td>
</tr>
<tr>
<td>Word</td>
<td>Word</td>
<td>Word</td>
<td>Word</td>
<td>Word</td>
</tr>
<tr>
<td>Word</td>
<td>Word</td>
<td>Word</td>
<td>Word</td>
<td>Word</td>
</tr>
<tr>
<td>Word</td>
<td>Word</td>
<td>Word</td>
<td>Word</td>
<td>Word</td>
</tr>
</tbody>
</table>

Fillers-I: Valid target with invalid prime words

Fillers-II: Valid prime with invalid target words

Fillers-III: Valid prime with valid target words