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Abstract — We compare network coding solutions
and routing solutions, namely packing distribution
trees, for the problem of information multicast. To
enable the comparison, we develop greedy tree pack-
ing algorithms that repeatedly pack the maximum-
rate distribution tree and a greedy tree packing al-
gorithm based on Lovasz’ proof to Edmonds’ Theo-
rem. We then investigate the potential advantages of
network coding over routing. In terms of through-
put, tree packing performs comparably to network
coding on the network graphs of six Internet ser-
vice providers. However, network coding offers ad-
ditional benefits, including fewer network resources
consumed, ease of management, and robustness.

I. Packing Distribution Trees
Consider information multicast from a sender s to a set of

receivers T in a communication network represented as G =
(V, E, c), where V and E are the set of vertices and edges
respectively and associated with each directed edge e ∈ E is
a non-negative edge capacity c(e).

Conventionally, this is done by routing information over
one or more multicast distribution trees, each connecting the
sender s to the receivers T . A distribution tree, represented
as Gk = (Vk, Ek, ck), has an associated multicast rate equal
to the minimum edge capacity of the tree, i.e., mine∈Ek ck(e).
Multiple distribution trees, say Gk, k = 1, . . . , K, may be used
to achieve a high rate by using different trees to distribute
different information streams, as long as their sum fits in the
network, i.e.,

∑
ck(e) ≤ c(e).

Finding the best collection of multicast distribution trees,
providing the maximum sum rate, has been shown to be NP-
hard (e.g., [1]). In this paper, we show that the maximum-rate
distribution tree, i.e., the single tree providing the maximum
rate, can be found in polynomial time. We now describe a pro-
cedure based on Prim’s algorithm for the minimum spanning
tree problem. During the process, each node v is classified as
either “reached” or “non-reached,” showing if v has already
been reached or not. Initially, the set of reached nodes U in-
cludes only the sender s. In each subsequent step, we select
the edge uv with maximum capacity, among those pointing
from a reached node to a non-reached node. Then the node
v is added to the set of reached nodes U , and the edge uv
is recorded as an edge on the distribution tree. The process
continues until all the receivers have been reached.

An alternate algorithm to find the maximum-rate distribu-
tion tree is as follows. Consider all the edges one by one, in
increasing order of their capacities. If the deletion of an edge
does not disconnect a receiver from the sender then delete the
edge else keep it. The edges that survive the deletion process
form the maximum-rate distribution tree.

We also develop a greedy tree-packing algorithm based on
Lovasz’s constructive proof [2] to Edmonds’ Theorem [3] on

packing spanning trees. Assuming all edges have unit-capacity
and allowing multiple edges for each ordered node pair, the
algorithm packs unit-capacity trees one by one and each tree
is constructed by greedily augmenting a tree edge by edge,
similar to the greedy tree-packing algorithm based on Prim’s
algorithm. The distinction lies in the rule of selecting the edge
among those pointing from the set of reached nodes U to the
set of non-reached nodes V − U , which is to choose the unit-
capacity edge whose removal leads to the least reduction in
the multicast capacity (see below). For details, see [4].

II. Comparison
Recently, Ahlswede et al. [5] show that the multicast capac-

ity, which is the maximum rate that a sender can communi-
cate common information to a set of receivers, is given by the
minimum C = mint∈T Ct of max-flows Ct = maxflow(s, t) be-
tween the sender and each receiver. Moreover, they show that
while the multicast capacity cannot be achieved in general by
routing, it can be achieved by network coding.

Using the network topologies of six commercial Internet ser-
vice providers, we compare the achievable rate for the greedy
tree packing algorithms with the multicast capacity and the
rate achieved with a distributed practical network coding sys-
tem [6][4]. The achievable throughput for both greedy tree
packing and practical network coding is observed to be rea-
sonably close to the multicast capacity. It is also observed that
packing multiple distribution trees offers a significant gain in
throughput compared to using only one distribution tree (as
in traditional IP multicast, for example).

Nevertheless, network coding offers additional benefits, in-
cluding fewer network resources consumed, ease of manage-
ment, and robustness to both ergodic losses (e.g., packet
losses) and non-ergodic failures (e.g., node and link failures).
In particular, network coding can provide a given rate at the
minimum cost of consumed resources. If the cost is linear and
additive in the used rates on the edges, the minimum cost
can be found with a linear program that assigns the union of
flows while minimizing the total cost; the solution is called
the minimum-cost union of flows. For details, see [4].
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