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ABSTRACT

Measuring the relevance between a document and a phrase
is fundamental to many information retrieval and matching
tasks including on-line advertising. In this paper, we ex-
plore two approaches for measuring the relevance between
a document and a phrase aiming to provide consistent rele-
vance scores for both in and out-of document phrases. The
first approach is a similarity-based method which represents
both the document and phrase as term vectors to derive a
real-valued relevance score. The second approach takes as
input the relevance estimates of some in-document phrases
and uses Gaussian Process Regression to predict the score of
a target out-of-document phrase. While both of these two
approaches work well, the best result is given by a Gaus-
sian Process Regression model, which is significantly better
than the similarity-based approach and 10% better than a
baseline similarity method using bag-of-word vectors.

Categories and Subject Descriptors

H.3.1 [Content Analysis and Indexing]: Abstracting
methods; H.4.m [Information Systems]: Miscellaneous

General Terms

Algorithms, experimentation

Keywords

keyword extraction, relevance measures, online advertising,
Gaussian process regression

1. INTRODUCTION

The problem of estimating the relevance between a phrase
and a document is a well-studied problem in the informa-
tion retrieval community where the typical goal is to rank
documents by their relevance to a query. In this paper we
consider the “inverse” problem of query ranking where, in-
stead of ranking documents, our goal is to provide consistent
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relevance measures for both in and out-of document phrases
and to rank phrases by their relevance to a document.

To motivate the need for consistent measures for phrase—
document relevance we briefly review two applications that
benefit from extending an in-document relevance measure to
handle out-of-document phrases. Both applications we con-
sider in this paper are related to online advertising where the
selection of ads to be shown is primarily driven by phrases
(bid keywords) selected by an advertiser. For a review of
on-line advertising see [2].

In contextual advertising, phrases in a web page may be
identified as relevant keywords by a keyword extraction algo-
rithm, and used to select an appropriate contextual ad [22].
This approach, however, limits the potential matching bid
keywords to phrases that appear in the document. By ex-
tending a relevance measure from an in-document relevance
measure we can broaden the range of potentially relevant ads
for any particular context. Proposals for alternative phrases
might come from different sources including from query sug-
gestion systems [7] and from the content publisher. For ex-
ample, an online sports magazine may want the advertising
platform to consider showing ads for generic keywords such
as MLB or NFL on all its pages, regardless of whether the
added keyword occurs in the document or not. Another
application of such measures in the domain of sponsored
search advertising is automated relevance verification of bid
keywords. In this application, one uses the measures to ver-
ify the relevance of keywords to an ad landing page when an
advertiser bids on a set of keywords. By excluding some un-
related keywords one can enhance the search user experience
by reducing the number of irrelevant ads.

Part of the challenge of the query ranking problem is to
provide a consistent relevance measures for both in and out-
of document phrases. Naively using documents as queries
and applying typical relevance ranking functions such as
cosine with TFIDF weighting would lead to a poor mea-
sure. For example, if a document contains the phrase “Major
League Baseball” but not “MLB”, these phrases would have
very different scores even if they are synonymous. We pro-
pose two approaches for solving this problem: one similarity-
based and the other regression-based. The first approach
extends recent work on measuring similarity between two
short-text segments to measure relevance between a phrase
and a document. The technique can be thought of as a
query expansion technique [21] based on pseudo-relevance
feedback [20] using the World Wide Web as the external
data source. In contrast to traditional query expansion,
however, our goal is to use query expansion to identify a set



of related words to represent the semantics of the “query”
phrase. Ideally, two synonyms such as “MLB” and “Major
League Baseball” will be represented by very similar vec-
tors and thus have similar relevance scores when compared
against the same document.

One potential drawback of the similarity-based approach
is that document-specific information, such as whether the
phrase appears in the anchor text or whether the phrase
occurs in the title cannot be exploited to derive a more ac-
curate relevance measure for in-document phrases. This po-
tential weakness is the motivation for our second approach
where we use a regression model to leverage the results of an
accurate in-document phrase relevance measure to predict
out-of-document phrase relevance. Conceptually, this ap-
proach first uses an in-document phrase relevance module to
judge the relevance scores for some in-document phrases. We
then use a measure of similarity between in and out-of docu-
ment phrases to predict the relevance of an out-of-document
phrase. For instance, if our in-document phrase is “Major
League Baseball” and our similarity function indicates that
the out-of-document phrase “MLB” is synonymous, then the
predicted relevance scores for the two phrases would be the
same. In our experiments, the similarity between the in
and out-of document phrases is based on the query expan-
sion similarity technique mentioned above and the regression
technique is Gaussian Process Regression (GPR).

We evaluate our approaches in an online advertising sce-
nario where we judge the relevance scores of keywords to an
ad landing page. The quality of our relevance functions are
assessed using several metrics: AUC, precision at k, accu-
racy, F1 and cross-entropy. We found that both approaches
work well in our experiments, but the best result is given by
the regression approach, which performs significantly bet-
ter than the similarity approach and 10-12% better in all
metrics than the baseline approach that uses a bag-of-words
scheme to measure relevance.

The rest of this paper is structured as follows. Sec. 2 gives
some background of the fundamental techniques used by our
approaches, including measuring in-document phrase rele-
vance using keyword extraction and query expansion using
the Web as the document source. The two main approaches,
the similarity-based and regression-based methods are intro-
duced in Sec. 3 and 4, respectively. Sec. 5 presents the exper-
imental evaluation and some analysis of the results. Finally,
we introduce other related work in Sec. 6 and conclude the
paper in Sec. 7.

2. BACKGROUND

Given a phrase ph (a short sequence of one or more words)
and a document d, we would like a real-valued measure of
their relevance. For some applications that require prob-
abilistic relevance measures, we would like to specifically
estimate the probability that an annotator would label the
phrase ph as relevant to the document d. We propose two
approaches to this problem: similarity-based and regression-
based methods. The similarity-based approach first repre-
sents the target phrase as a term vector via query expansion
using the Web as the external document source. A real-
valued similarity score is then assigned by comparing this
vector with the term vector derived from the target docu-
ment. When the probability of being relevant is preferred,
the estimation is done by calibrating the raw similarity score
through a learned sigmoid function. The regression-based

approach, on the other hand, separates the in and out-of
document phrases. It follows the intuition that the relevance
of an in-document phrase can be better estimated directly
by a separate component that uses document-specific infor-
mation that relates to the phrase. For an out-of-document
phrase, if it is similar to an in-document phrase, the rel-
evance scores of these two phrases should be close to each
other.

Both our approaches rely on three underlying techniques
— measuring in-document phrase relevance, projecting doc-
uments into a vector space and expanding a phrase to a
pseudo-document via query expansion. We briefly describe
these techniques in this section.

2.1 Measure ln-document Phrase Relevance

For a phrase ph that occurs in the document d, an in-
document phrase relevance measure maps them to a real
number and can be denoted as Rel(ph,d) — R. This prob-
lem is a well-studied problem in information retrieval. For
example, when searching for the relevant documents given a
query, typically documents that contain the query phrase are
selected and ranked based on how relevant they are to the
(in-document) query. Standard approaches from the infor-
mation retrieval community include the basic TFIDF for-
mulas and the BM25 [16, 17] ranking function. Another
application of the in-document phrase relevance measure
is keyword extraction, which is a fundamental technology
for contextual advertising such as Google’s AdSense, Ya-
hoo’s Contextual Match and MSN AdCenter’s Content Ads.
Keyword extraction (KEX) [6, 22] takes as input a target
document and outputs short phrases in the document that
are relevant to the content as the selected keywords. The
output keywords can then be used to match bid keywords
to show relevant ads on the target web page. Although a
keyword extraction system usually only outputs a short list
of keywords, internally KEX considers all short phrases in
the target document as candidates and evaluates their rel-
evance, often based on some probabilistic models such as
naive Bayes [6] and logistic regression [22].

In this work, we experiment with several different in-
document phrase relevance measures, including using key-
word extraction (Relkex), a TFIDF formula (Relrror) and a
uniform weighting (Relsm). For Relkex, we built a keyword
extraction component following the approach described in [22],
which is a state-of-the-art keyword extraction system trained
using more than 10 categories of features. Among them, the
three most important features are: term frequency (TF),
document frequency (DF) and search query log. TF can
be treated as a document-dependent feature which provides
a rough estimate of on how important the target phrase
is, relative to the whole document. DF and search query
log can be viewed as document-independent features. The
former downweights stopwords and common phrases in the
document collection and the latter upweights phrases that
are frequently queried. Because this model is trained using
logistic regression, its output can be used as probability di-
rectly. For Relrrmr, the exact TFIDF formula we use is the
following;:

wi = tf; x log(N/df;), (1)
where N is the total number of documents when counting
document frequency. Finally, Relgy simply assigns 1 as the
relevance score of an in-document phrase. This simple strat-
egy is basically used as a baseline approach.



2.2 Project Documentsinto Vectors

In our approaches, both documents and phrases are repre-
sented in vectors for further processing. We map a document
d to a sparse term vector, where each term is a word, associ-
ated with a weight that indicates the relevance of this word
to d. The term-weighting function used for this vector pro-
jection process is one of the in-document phrase relevance
measures described in Sec. 2.1, followed by L2 normaliza-
tion. The detailed steps are:

1. Construct the term vector v, where each element is w;
(the j-th word in the document d), with a real-valued
weight Rel(w;, d).

2. Apply L2 normalization on v. That is, the final output
vector, Vec(d), is v/||v]|.

We denote the projection function according to the term-
weighting function. For example, Veckex, Vecrrror and Vecsm
mean that the in-document phrase relevance functions, Relkex,
Relrror and Relgy are used for term-weighting, respectively.

When mapping a phrase to a vector, a query expansion
technique, described in the next section, is first used to con-
struct a pseudo-document, before applying the above vector
projection method.

2.3 Query Expansion

When measuring the similarity between a phrase and a
document (used in the similarity-based methods) or measur-
ing the similarity between two phrases (used in the regression-
based methods), the major difficulty is that there can be
very little orthographic similarity between the phrases. As
reported in the previous work [18, 10], naively relying on
the co-occurrence of the words in the target phrases leads
to unreliable and low-quality similarity measures. Because
of this difficulty, one important step when handling the in-
put phrase in our approaches is to represent it as a pseudo-
document using query expansion [13, 21]. Generally speak-
ing, query expansion is a procedure that treats the target
phrase as a search query and represents it as a set of se-
mantically related words. In this work, we use the Web as
the document source and follow the idea of pseudo-relevance
feedback [20] for this expansion. We denote the process of
mapping a phrase to a pseudo-document as WebQ FE, which
consists of the following steps.

1. Let Dy, (ph) be the set of top n documents returned by
a search engine when using phrase ph as the query.

2. Construct a pseudo-document WebQ E(ph) by concate-
nating the title and short summary of each document
d; € Dn(ph).

In other words, we treat the top n search results of the
titles and summaries as relevant text to the phrase. In the
experiments, we set n to 50.

3. SIMILARITY-BASED APPROACHES

The similarity-based approach of measuring the relevance
of a phrase to a document can be viewed as an extension
of recent work of similarity measures between short text
segments [18, 23]. In this approach, both the phrase and
document are represented as non-negative vectors and their
cosine score is used as the raw relevance score. When a

probabilistic relevance measure is preferred, we learn a pa-
rameterized sigmoid function using held-out data and map
the raw score to a probability. The sigmoid function can
also be used as a tool to combine multiple relevance scores
and yield not only a better probability estimation but also
superior ranking results. We next describe these steps in
more detail.

3.1 Measure Phrase Document Similarity

Although recently proposed similarity measures of short
text segments, such as [18, 23], are designed for comparing
two short text segments or phrases, their ideas can be nat-
urally extended to measure the similarity between a phrase
and a document, which we used as the relevance measure.
When measuring the similarity between two phrases ph, and
phy, these methods first apply query expansion and a term-
weighting function to represent the input phrases as two vec-
tors. Their inner-product is simply output as the similarity
score. Using our notations, the similarity score can be for-
mulated as Vec(WebQE(ph,)) - Vec(WebQE(ph,)). When
comparing a phrase ph and a document d, we can follow the
same strategy and use the inner-product, Vec(WebQE(ph))-
Vec(d), as the relevance score.

As mentioned briefly in Sec. 2.2, we experiment with three
different term-weighting functions.

1. SimBin(ph,d) = Vecsm(WebQE(ph)) - Vecsm(d)
All the words in the document are weighted equally. So
are the words in the pseudo-document of the phrase.

2. SiIl’l’:[“]’?]:DF(ph7 d) = Vechmp(WebQE(ph))-Vechmp(d)
The term-weighting function is the TFIDF formula in
Eq. 1.

3. SImKEX (ph,d) = Veckex(WebQE(ph)) - Veckex(d)
The term-weighting function is KEX.

Among them, SimBin is the simplest and the inner-product
can be reduced to set operations. As a comparison, SImKEX
is the most complicated, but potentially has a better term-
weighting function because information other than TF and
DF is also used.

3.2 Map Relevance Scoresto Probabilities

Although the similarity measures can be used as ranking
functions to judge the relevance between the target phrase
and document, these real-valued numbers, despite being be-
tween 0 and 1, are poorly calibrated and cannot be used as
probabilities when they are needed. Calibrating the predic-
tions of a non-probabilistic model such as SVMs or boosted
trees has been studied extensively in the machine learning
community [11]. One of the most popular methods is pro-
posed by Platt, where he advocates using a sigmoid function
to map the real-valued output f of the model to posterior
probabilities [12]:

Ply=1f)= (2)

1
T+ oxp(al +8)’
where o and (8 are parameters tuned using the maximum
likelihood estimation from a separate training set. Platt’s
scaling was originally designed for SVMs where f is the mar-
gin and plays a similar role of the log odds. We use the same
function of log odds to map the raw score s € [0, 1] to f when



applying this monotonic transformation®:
f=1log(s)/log(1 — s) ®3)
3.3 Combine Multiple Relevance Scores

Because the sigmoid function (Eq. 2) is a monotonic func-
tion, using it to map the original relevance score to proba-
bility does not change the ordering. Although the quality
of the probability estimation will be improved, other rank-
ing metrics such as precision or AUC will remain the same.
However, this functional form can also be used as tool to
combine multiple similarity-based methods (e.g., SimBin,
SimTFIDF and SimKex) and improve the ranking as well.

Suppose we have m relevance scores, $1, 52, - , Sm, out-
put by different similarity-based methods. Let fi, f2, -, fm
be the values after mapping these scores using Eq. 3. Namely,
fi =log(si)/log(1 — s;). The probability is computed using
a similar sigmoid function:

1
S ltexp(X] eifi +5)

where «; and (3 are the parameters to learn.

Because the parameter space is quite small, standard gra-
dient descent methods can be easily used as the learning
method. We use this method to combine the three similarity-
based methods described in Sec. 3.1 in the experiments and
denote it as SimCombine. In Section 5, we will give more
detail on how we constructed a training set for our evalua-
tions of these combination and calibration methods.

P(y:1|f17f27"' 7fm)

(4)

4. THE REGRESSION APPROACHES

The regression-based approaches follow the intuition that
if an out-of-document phrase is semantically similar to an
in-document phrase, then the relevance scores of these two
phrases should be close to each other. In this approach, we
first apply an in-document phrase relevance measure, such
as KEX, on the target document to get a list of top N key-
words, associated with the relevance scores. The second step
is to judge whether an out-of-document phrase is similar to
these top in-document phrases and predict the scores that
are consistent. A principled way to do this is through re-
gression. In this setting, each phrase ph, extracted by the
in-document relevance measure is represented by a sparse
term vector via query expansion x; = Vec(WebQE(ph;)),
as well as the target phrase, denoted by phy ., and xy4+1 =
Vec(WebQE(phy,,)). Correspondingly, the relevance scores
of these in-document phrases are denoted as yi,- - ,yn.
Given the N pairs of (y;,x;) derived from the N in-document
phrases and their scores, our goal is to predict yn+1, the rel-
evance score of the target phrase phy ;. We use Gaussian
Process Regression as the regression model, which enjoys
several advantages that make it particularly suitable to this
task. In this section, we first give a short introduction to
Gaussian Process Regression and then describe how we use
it to solve our problem.

4.1 Gaussian Process Regression

Gaussian Process Regression (GPR) [9, 14] is a nonpara-
metric model that uses a Gaussian Process (GP) as the prior
probability distribution over a function space. A GP is a

"When s is 0 or 1, we use € and 1 — e respectively, where €
is a very small number, to avoid the numerical problem.

stochastic process y(x) over a multi-dimensional input space
x that has the following defining property: for any finite se-
lection of points x1,x2, -+ ,xn, the corresponding marginal
density P(y(x1),- - ,y(xn)) is a (multi-variate) Gaussian.
A Gaussian Process (GP) is fully described by two statistics:
the mean p(x) and the covariance (i.e., kernel) function on
each pair of examples K(x,x’). Because a random phrase
that does not appear in the document tends to be irrele-
vant to the document, we therefore assume the GP over the
relevance function has zero mean.

To use GPR is fairly straightforward: we only need to
specify the kernel function and the Gaussian noise term.
Given N examples and their observed values (y1,x1), -+,
(yn, xn), and the testing example x 41, the predicted mean
value for yny1 is

ynt1 =k (K +aa1) "y,

where k is the vector of covariances (given by the speci-
fied kernel function K (xn+1,X:)) between the test example
xn+1 and the N training examples, K is the N-by-N co-
variance matrix, where each element (i,7) is K(xi,X;), y
is the vector of N observed values y1,v2,--- ,yn, and o2
is the variance of the Gaussian noise. The computational
complexity of solving this equation is O(N?) for the matrix
inversion.

GPR has several advantages that are particularly suitable
to our task. For example, although typically a document
can have thousands of short phrases, most of them are not
related to the topic of the document. As a result, there are
typically fewer than 20 phrases (i.e., N < 20) with probabili-
ties higher than a threshold that can be chosen as meaningful
keywords. For problems of this size, GPR has been shown
empirically effective and the inference problem, despite be-
ing cubic in the number of input examples (i.e., number
of selected in-document keywords), is of modest computa-
tional cost, which makes it an appropriate model for our
task. GPR is also a very general regression model that sub-
sumes other natural families of regression models. For in-
stance, it can be shown that GPR is equivalent to Bayesian
linear regression when a linear kernel function is used.

4.2 Kernd Functions

There are a huge variety of choices of kernel functions.
In this paper we use the three most common ones: linear
kernel, polynomial kernel and radial basis kernel.

Given two vectors x and x’, the linear kernel function is
simply the inner product of these vectors plus a bias term:

Kxx)=x-x"+0§

For simplicity, we set o to 0 in the experiments, which
makes this kernel function a homogeneous linear kernel. In
fact, short-text similarity measures that use the inner-product
of two vectors [18, 23] are also homogeneous linear kernels.

As a straightforward extension, the polynomial kernel is
a positive-integer power of linear kernel:

K(X7X,) = (X X + Ug)p7

where p is a positive-integer. It is well known that a polyno-
mial kernel function maps the original vector into a higher
dimensional space, where the parameter p decides the de-
gree. Since polynomial kernels have proved quite effective
in high-dimensional classification problems [19], we also in-



clude this kernel function in the experiments and set the
bias term oZ to 0.

Unlike linear and polynomial kernels, a radial basis kernel
function (RBF) is an exponential function that takes the
difference of the two input vectors with some scaling.

K(x,x") = exp(—|x — x/|2/02)

An RBF kernel has the effect of mapping the original vector
into an infinitely high dimensional space. We use this kernel
with several different scaling parameters.

5. EXPERIMENTS

In this section, we present the experimental evaluation of
our phrase-document relevance measures. We describe our
evaluation data, the evaluation metrics used, and the results
of the similarity-based and regression-based methods using
various kernels and term-weighting functions.

5.1 Data

The evaluation dataset was constructed using log files for
a commercial search engine from a three month period in
2007. We randomly selected the landing pages of clicked
ads from the logs along with the user queries that lead to
the ad clicks. After removing duplicated and non-English
pages, we retained 867 pages in our document set. For each
document query pair, we use a set of existing query sug-
gestion algorithms to generate alternative keywords. The
alternative queries vary in relevance to the original docu-
ment with some of them quite similar and others only just
loosely related. After this process, we had 10 to 13 candidate
keywords for each of the documents yielding a dataset con-
sisting of 9,319 keyword—document pairs. We then manually
judged whether a keyword is relevant to its corresponding
document labeling 4,381 (47.0%) pairs as relevant and 4,938
(53.0%) pairs as irrelevant. Most of the keywords (81.9%)
were out-of-document keywords.

5.2 Evaluation metrics

The quality of a relevance measure is usually hard to eval-
uate using one simple metric since quality is typically a func-
tion of the specific application. Therefore, we use five dif-
ferent metrics for evaluation: AUC, precision at k, accuracy,
Fy and cross-entropy. The first two consider the situation
when a real-valued measure (probability or not) is used as
a ranking function. Accuracy and the F1 score evaluate the
relevance measure when it is used as a binary classifier. Fi-
nally, when the relevance measure is a probability measure,
cross-entropy is a suitable metric to evaluate its quality.

A standard method for evaluating ranking and classifi-
cation methods is to use receiver operating characteristic
(ROC) curves. These curves plot true-positive rate versus
false-positive rate at various thresholds for each method and
allow alternative methods to be compared at varying lev-
els of false positives. Due to space limitations, we do not
present ROC curves but rather present results for the area
under the ROC curve (AUC), a standard real-valued sum-
mary of the ROC curve. The AUC score is equivalent to
the accuracy of the method’s ability to predict the relative
relevance for each pair of the phrases, and can be derived
using the Wilcoxon-Mann-Whitney statistic [3].

Another common metric for a ranking scenario is the pre-
cision at k, which calculates the accuracy of the top-ranked
k elements. Unlike the AUC score, which treats each pair

Table 1: Evaluation results of similarity-based rele-
vance measures

| | AUC | Prec@3 || Acc. | Fi || Entropy |
SimBin 0.702 |0.704 0.651 ]0.620 [ 0.939
SimTFIDF |[0.726 |0.769 [ 0.663 |0.636 | 0.887
SimKEX 0.726 |0.727 [[0.654 |0.642 [/ 0.882

[SimCombine[0.7527[0.774 [[0.6817]0.665" [ 0.864T

of phrases as equally important, the precision at k metric
only measures the quality of the top ranked items and ig-
nores the rest. We set k£ to 3 when using this metric in the
experiments.

Compared to the above ranking-related evaluation met-
rics, the overall prediction accuracy is a simple and direct
way to judge a relevance measure when it is used for clas-
sifying whether a pair of phrase and document is relevant.
We calculate the accuracy of a probabilistic relevance mea-
sure when the decision threshold is 0.5. This is to simulate
the scenario in which the relevance measure is used for a
new dataset and the best decision point cannot be tuned in
advance. Another commonly used evaluation metric in the
information retrieval community is the Fi score, which is
the harmonic mean of precision and recall. As with accu-
racy, we choose to calculate the F1 score at probability 0.5
rather than tuning the decision threshold.

Finally, when the relevance measure is a probability mea-
sure, cross-entropy is a natural and standard metric to eval-
uate the quality of the probability estimate. For a pair of
document d and phrase ph, if p(ph|d) represents the esti-
mated probability that an annotator labels ph as relevant to
d, the cross-entropy of such prediction is

— log, P(phld) if ph is labeled relevant to d
—log,(1 — P(ph|d)) if ph is labeled irrelevant to d

The ideal cross-entropy is 0 and a lower cross-entropy means
a better probability estimate. When comparing the proba-
bility estimates from different methods, we report the aver-
aged cross-entropy.

5.3 Cross-Validation

In order to measure the statistical significance of perfor-
mance differences between methods we use cross-validation
to generate ten sets of results for each metric. Documents
are randomly split into ten disjoint subsets. Each of the
subsets is treated as a test set. The similarity-based ap-
proach, which requires training data to fit the sigmoid cal-
ibration function, uses the nine remaining subsets for that
purpose. The results presented are the average of the 10
results. Statistical significance is determined by using a stu-
dent’s paired-t test on these individual scores and the result
is considered to be statistically significant when the p-value
is lower than 0.05.

5.4 Similarity-based Approaches

The results for the similarity-based methods on each of the
different metrics is presented in Table 1. For all the metrics
except cross-entropy, higher numbers mean better results.
Results are presented in boldface if the method improves
performance for the highlighted metric relative to SimBin.
A SimCombined result is annotated with a { if the Sim-
Combined method improves performance for the highlighted



metric relative to all other similarity-based methods.

Not surprisingly, SimBin, which constructs the term vec-
tors based on a simple bag-of-words strategy, does not per-
form as well as other methods. In fact, as we can see in
Table 1, SimBin is inferior to all other methods in all the
evaluation metrics, except for accuracy and the Fi score.
On the other hand, SImMTFIDF and SimKEX appear to per-
form equally well. SimTFIDF is higher in precision at 3 and
accuracy while SimKEX has better F; and cross-entropy,
and both methods have the same AUC scores. However,
except for precision at 3, none of these differences are sta-
tistically significant. As a result, using KEX for weighting
the terms when constructing the vectors does not seem to
have clear advantages in this method. Finally, the combined
approach performs the best compared to all other individ-
ual methods. Except for precision at 3 when compared with
SimTFIDF, SimCombine is statistically significantly better
than all other methods. This indicates that the individual
methods behave differently and are complementary to each
other when combined together.

5.5 Regression-based Approaches

For the regression-base methods, there are three compo-
nents that control the quality of the final result — the in-
document phrase relevance measure, the query expansion
method and the kernel function.

Given a document d and a phrase ph, if ph is in the
document, then its relevance score is measured by the in-
document phrase relevance measure and will not be changed
by the regression model. If ph is out of the document d, then
a small set of in-document phrases and their relevance scores
are extracted and their in-document phrase relevance scores
are measured and used as the training data for regression. In
both cases, the quality of the in-document phrase relevance
measure influences the quality of the final results.

Due to its method of training, the KEX algorithm is tuned
for predicting the relevance of only the most relevant phrases,
which can be problematic for the regression approach. To
alleviate this problem we reevaluate the relevance of KEX-
extracted keywords using SImKEX to improve the relevance
estimates for a larger set of keywords. The results presented
here use this approach which we found improves over simply
using KEX.

The second component that affects the regression approach
is how we transform the original phrase into a vector repre-
sentation; namely, the query expansion method. We experi-
ment with three different term-weighting functions for query
expansion in this set of experiments: Binary, TFIDF and
KEX. This is analogous to the three similarity-based meth-
ods (i.e., SimBin, SImTFIDF and SimKEX) that we tested
previously.

Finally, the choice of the kernel function can impact the
results. We experiment with six kernel functions: linear
kernel (Linear), polynomial kernel with degree 2 and 3 (Poly-
2 and Poly-3), and RBF kernel with scaling factors 0.5, 1
and 2 (RBF-0.5, RBF-1 and RBF-2). In all the regression
experiments, the variance of Gaussian noise, 02, is set to
0.1, suggested by early experiments although the regression
result is not sensitive to this parameter.

We first show the results of using different kernel functions
in the Gaussian Process Regression model. We found that
the relative performance difference between different kernels
is roughly consistent across different term-weighting func-

Table 2: Results of regression-based relevance
measures using different kernels (TFIDF term-
weighting)

| | AUC | Prec@3 || Acc. | F || Entropy |
Linear 0.766 | 0.780 0.694 | 0.679 0.846

Poly-2 0.773 | 0.780 0.697 | 0.696 0.845
Poly-3 0.774 | 0.778 0.693 | 0.701 0.852
RBF-0.5 | 0.773 | 0.779 ([ 0.704 | 0.680 0.835

RBF-1 0.756
RBF-2 0.733

0.775 0.691 | 0.655 0.864
0.766 0.675 | 0.632 0.895

Table 3: Results of regression-based relevance mea-
sures using different term-weighting functions in
query expansion (RBF-0.5 kernel)

| | AUC |Prec@3 || Acc. | Fi || Entropy|

[SimCombine [ 0.752 | 0.774 || 0.681 | 0.665 ]| 0.864 |

Bin 0.725 | 0.778 0.681 | 0.610 0.886
TFIDF 0.773 | 0.779 |[0.704 | 0.680 0.835
KEX 0.772| 0.766 |[0.706 | 0.681 | 0.836

tions in query expansion. Thus, to simplify the presenta-
tion, we present results using TFIDF as the term-weighting
function for different kernels.

Table 2 shows the results for all the metrics. The num-
bers in boldface for each column are the best group in the
corresponding metric. The difference between methods in
and outside the group is statistically significant, but the dif-
ferences among the methods in the group are statistically
insignificant. The statistical significance test is conducted
in the same way as described in Sec. 5.3. It is difficult to
conclude which kernel function is the best since the answer
depends on the exact evaluation metric. However, the gen-
eral trend seems to indicate that for RGF kernels, lower
scaling factor leads to better performance, and higher order
polynomial kernels are better than the linear kernel. As a re-
sult, RGF-0.5, Poly-2 and Poly-3 are the best configurations
and perform comparably.

When fixing the kernel function as RBF-0.5 and chang-
ing the term-weighting function in query expansion, TFIDF
and KEX again perform equally well and the differences are
statistically insignificant. Using the binary term-weighting
scheme performs the worst and the differences when com-
pared to the other two methods are all statistically signifi-
cant, except for precision at 3.

To make it easy to compare the regression-based methods
with the similarity-based methods, we copy the row of Sim-
Combine in Table 1 and put it in Table 3. When the result
is statistically significantly better than SimCombine, we put
the number in boldface. As shown in the table, both TFIDF
and KEX term-weighting with RBF-0.5 kernel perform bet-
ter than the best similarity-based approach in most of the
evaluation metrics.

5.6 Example

To illustrate that the in and out-of document phrases are
assigned consistent scores, we present a typical example of
the predicted relevance scores for a set of keywords for a
page. This example is shown in Figure 1. These results are
for an ad landing page that promotes the credit report ser-



in-doc? | keyword score
v truecredit 0.879
credit bureau report | 0.749

v transunion 0.705

credit report services | 0.704
equifax credit bureau | 0.652
equifax credit report | 0.649

v credit bureaus 0.637
exquifax 0.516
equfax 0.498
trans union canada 0.469

v id theft 0.138

Figure 1: Keywords for a credit report company;
the relevance scores are predicted by the regression
method with TFIDF term-weighting and RBF-0.5
kernel

vice of a company. The keywords are scored and ranked
using the regression method with TFIDF term-weighting
and RBF-0.5 kernel. Only four of the keywords occur in
the document and the system arguably produces reasonable
scores for both in and out-of document keywords with sev-
eral of the out-of-document keywords getting scored above
less relevant in-document keywords. In addition, closely re-
lated keywords seem to have similar scores. For instance,
“exquifax” and “equfax” are both misspelled words of a big
credit report company (Equifax), and their scores are both
near 0.5.

6. RELATED WORK

Measuring the in-document phrase relevance is one of the
most important problems in information retrieval, where the
goal is to rank documents with respect to a query. Tradi-
tional ranking functions combine the term frequencies and
inverse document frequencies of the words in the query (e.g.,
BM25 [16]). State-of-the-art systems incorporate additional
information about the document structure such as the mul-
tiple weighted fields as in BM25F [17]. In a similar fashion,
the keyword extraction system [22] used in this paper, judges
phrase relevance using extended document features related
to the phrase in question.

In both cases, the phrase relevance measures rely on document-

dependent information such as term-frequency, which makes
it difficult to judge out-of-document phrases. One approach
to this problem is query expansion [13; 21, 8, 24]. Gener-
ally speaking, query expansion is a procedure that extends
the original query by adding words that are related to it.
Often query expansion techniques provide a weighted col-
lection of words, where the weight reflects the relevance of
the new word to the old query. One popular method of find-
ing related words is through the process of pseudo-relevance
feedback [20], which assumes that words in the top rank-
ing documents are relevant to the query and words in other
documents are not.

Our similarity-based methods extend recent work of mea-
suring similarity between short text segments, which imple-
ments a variation of query expansion and pseudo-relevance
feedback using the Web as the document source [18, 10,
23]. As discussed earlier, the main difference between our
approach and their work is that we compare phrases and
documents and also suggest a sigmoid transformation for

mapping the raw score to a probability of relevance. As
a comparison, using a regression model to make the out-
of-document phrase relevance measure consistent with the
existing in-document phrase relevance scores, to the best of
our knowledge, is novel.

An alternative to the above corpus-based methods is to
directly use click-through logs of a search engine to assess
relevance. When users click on a link returned by the search
engine, it can be viewed as a vote that the query term is
relevant to the landing page. With the click-through data
as the information source, several researchers demonstrate
that one can improve query suggestions and relevance [5,
25] and others focus on improving search results [1, 4]. One
of the practical challenges of these approaches are the po-
sitional biases associated with clicks. In addition, it is un-
clear whether the fact that search results tend to contain
the query words would limit their ability to provide accurate
relevance judgements on out-of document phrases. Finally,
these approaches may not be able to handle rarely queried
phrases.

As for the online advertising application, our work can be
viewed as a natural extension of keyword extraction from
Web documents [22] to the goal of providing a consistent
relevance judgement for potential advertising keywords that
do not occurred in the document. While search and con-
textual advertising have traditionally focussed on keyword-
driven ad placement, it is worth noting that using keywords
to find relevant ads is not the only strategy for contextual
advertising. The other paradigm that has been studied ex-
tensively is to judge the relevance between the ad and Web
page directly. For example, Ribeiro-Neto et al. [15] investi-
gated various strategies of representing both the ad and the
Web document in vectors using extracted keywords and de-
rived a cosine score to measure the ad relevance. In another
recent paper by Broder et al., they introduced a text classi-
fier that maps the input text to its semantic category based
on a pre-defined taxonomy. By using both syntactic and se-
mantic information, they managed to enhance the relevance
measure between the ad and Web page [2].

7. CONCLUSIONS

In this paper, we investigated two approaches for pro-
viding consistent relevance measures for both in and out-of
document phrases. For similarity-based methods, we exper-
imented with different configurations and found that comb-
ing them using a sigmoid function can outperform any in-
dividual method. However, when the appropriate kernel
function and term-weighting scheme are used, the Gaussian
Process Regression model performs the best, and is signif-
icantly better than the similarity-based methods and 10%
better than a baseline method using bag-of-words vectors.

Despite its suboptimal performance, the similarity-based
approach still enjoys some advantages in practice, such as
its simplicity and low computational cost. Because the main
operations of this approach are just the inner-product and
the sigmoid transformation which is required only when a
probabilistic measure is needed, it is very easy to implement
it efficiently. In addition, the vector space representation of
commonly used phrases can also be pre-computed further
reducing the computational cost. Using the better relevance
measure from the Gaussian Process Regression model re-
quires an increased computational cost. While the vector
space representation of commonly used phrases can be pre-



computed, the kernel function of each pair of input phrases,
including the in-document phrases and the target out-of-
document phrase, has to be computed. While caching the
results for popular pairs of phrases might improve perfor-
mance, pre-computing all the kernel computations is likely
to be infeasible. In addition, the O(N®) computational com-
plexity may be too high for systems that need to respond in
real-time, even for a small set of input vectors.

In the future, we plan to explore several of the potential re-
search directions suggested by this work. We found that the
best configuration for similarity-based methods was the com-
bined method, SimCombine. It is interesting to note that
any of the similarity based methods can be used as an in-
document relevance measure. Given the strong performance
of SimCombine, it would be interesting to see if using it as
a new term-weighting function would improve the perfor-
mance of either the similarity-based or regression-based ap-
proaches. Another direction for improvement is model com-
bination of our two basic approaches. Model combination is
a popular and effective strategy for improving performance
as illustrated by the good performance of SimCombine. Ad-
ditional gains in improvement could come from application
of other model combination methods especially when used to
combine the similarity-based and regression-based methods.
There are also a variety of interesting research directions in
the application of our approaches to online advertising. In
several on-line advertising applications, the goal is to im-
prove the relevance of ads shown to users. This goal does
not directly match the goal of the methods described in this
paper, which are focussed on whether bid keywords are rel-
evant to content. It would be interesting to (1) investigate
the degree to which keyword relevance measures can improve
ad relevance and (2) how to best extend these methods to
directly measure the relevance of an ad to a content page.
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