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ABSTRACT

This paper proposes a generic lifting technology (Barbell
Lifting), where each predicting or updating signal is gen-
erated with a Barbell function instead of always a sample
from single direction or bi-direction, to incorporate vari-
ous motion alignment methods into temporal wavelet
transform. The proposed lifting technology embraces frac-
tional pixel motion alignment, variable block size motion
alignment and overlapped block motion alignment into a
framework. It also guarantees the perfect reconstruction in
various Barbell functions even with fractional precision.
Furthermore, the proposed lifting technology also solves
several problems that extensively exist in the current 3D
wavelet coding schemes, such as many-to-one mapping for
the area with covered scenes, non-referred pixels for the
area with uncovered scenes, ambiguities of inversed map-
ping in the updating stage. Replacing the conventional
lifting with the proposed Barbell lifting, the 3D wavelet
coding scheme achieves a high coding efficiency.

1. INTRODUCTION

In the application scenario of streaming video over the
Internet, video server has to deal with the problems of
various device capabilities, diverse network environments
and bandwidth fluctuations. A good solution to this prob-
lem is to compress the video into a scalable bitstream,
which can not only adapt to network variations but also
accommodate different devices. Motion aligned 3D wave-
let coding schemes provides such solution to keep all the
nice scalability features with non-compromised or even
better coding efficiency than the state-of-the-art coding
schemes.

For simplicity, several early 3D wavelet coding schemes,
like [1]~[3], directly decomposed frames temporally along
the pixels located at the same position. Due to the widely
existing global and/or local motion across frames, the co-

located pixels in different frames may be out of alignment
so that the temporal wavelet decomposition can not effec-
tively form the high energy compactions, thus reducing the
coding efficiency. The motion alignment temporal wavelet
decomposition is illustrated in Figure 1, where each col-
umn indicates a frame. For example, pixel HO in F1 is not
calculated from the co-located pixels in FO and F2. Instead,
after motion estimation it is decomposed as a high-pass
coefficient with the corresponding pixels in FO and F2
followed the motion trajectory specified by forward and
backward motion vectors.
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Figure 1: The temporal wavelet decomposition along with
motion trajectory.

Many global and local motion models are applied to in-
corporate motion alignment into the 3D wavelet coding
schemes. Taubman et al. [4] pre-distorted video sequence
by translating pictures relative to one another before wave-
let transform, while Wang et al. [S] used the mosaic tech-
nique to warp each video picture into a common coordi-
nate system. Both schemes assume a global motion model,
which may be far from the adequacy for many video se-
quences with local motion. To overcome the limitation,
Ohm [6] proposed a block matching technique that is simi-
lar to that used in standard video coding schemes while
paying special attention to covered / uncovered and con-
nected / unconnected regions. But it fails to achieve per-
fect reconstruction with motion alignment at the sub-pixel
precision. Later, Xu et al. further extended the concept of
motion alignment as motion threading for exploiting the
long-term correlation across frames along the motion tra-
jectory [7].

Several groups have looked into combining motion align-
ment with the lifting-based wavelet transform since 2001
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[8]~[13]. One noteworthy work is [8], in which the authors
implemented the first sub-pixel (V2-pel) resolution motion
estimation scheme with perfect reconstruction in the mo-
tion-compensated lifting framework. However, the Haar
filters were used in [8]. Luo et. al [9] first employed the
5/3 bi-orthogonal wavelet filters with Y2-pel resolution
motion estimation. In the same year, Secker and Taubman
used both the Haar and 5/3 filters again with Y2-pel resolu-
tion motion estimation [10]. Several follow-up works [11]
and [12] also demonstrated the advantage of the 5/3 filters
for temporal wavelet transformation.

Further refined motion models with variable block size are
also taken into account in the lifting-based temporal wave-
let transform. In the MC-EZBC scheme [11][13], motion
alignment temporal decomposition is performed by split-
ting a picture into smaller blocks first and then forming
hierarchical variable size block structure. Similar to H.264
[14], Xiong et al also proposed multiple modes with dif-
ferent block sizes for temporal decomposition [15]. Al-
though the motion alignment with variable block size sig-
nificantly reduces the mean squared error (MSE) of the
high-pass frames, such technique also results in many
large magnitude coefficients in the subsequent spatial
transform because the temporal high-pass pictures contain
more edges and blocking artifacts caused by smaller
blocks. The technique of overlap-block motion compensa-
tion [16] can be borrowed into the lift-based wavelet trans-
form as well. The joint technique of variable block size
and overlap-block motion alignment has shown a better
performance in [15][17].

However, there are many difficulties in the current tempo-
ral wavelet transform. In most of previous works, the 3D
wavelet transform is implemented by simply applying
classical 1D wavelet transform, convolution based or lift-
ing based, in the motion trajectory, where it is performed
as if it were in a 1D signal space. This demands an invert-
ible one-to-one mapping between adjacent frames. Unfor-
tunately, the demand is usually contradictory with the in-
herent property of motion due to the covered and uncov-
ered scenes within video and the complication of motion.

There are lots of many-to-one mapped and non-referred
pixels in the reference frames as shown in Figure 2 (a) and
(b). These kinds of relations beyond one-to-one mapping
can not be interpreted directly by the classical 1D signal
transform even with lifting structure. For example, in the
lifting scheme a wavelet filter is usually factored into sev-
eral predict and update steps. The prediction steps can be
carried out as long as the mapping from odd frames to its
neighboring even frames is well defined, even if many
pixels in an odd frame are mapped to the same pixel in an
even frame. However, a reasonable inverse mapping
needed for the update steps can not be easily obtained.
Most previous works try to define the inverse mapping by

using the inverse motion vectors. But for the many-to-one
mapped and non-referred pixels in even frames, the in-
verse mapping for that pixel is ambiguous, as shown in
Figure 2 (c).
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Figure 2: Difficulties in classical temporal wavelet trans-
form.

With fractional pixel motion vectors, the mismatch is even
more serious. As shown in Figure 2 (d), pixels in odd
frames can be mapping to a “virtual pixel” with a sub-
pixel position in even frames. Since the “virtual pixel” can
not be updated, is it a right way to assign the inverse mo-
tion vector to the nearest integer pixel in the same frame?
Furthermore, the action of finding the nearest integer pixel
is also ambiguous for half-pixel motion vectors.

The above problems raise the requirement for a new
model of 1D transform in multi-dimensional signal space.
Instead of using one-to-one mapping, the new model
should support many-to-many mapping between pixels of
adjacent frames. Therefore, this paper first proposes a
general barbell lifting scheme for one dimensional wavelet
transform in a multiple dimensional signal space, where
the multiple predicting and updating signals are supported
through barbell functions. The proposed lifting can em-
brace all motion alignment techniques mentioned above,
such as fractional pixel motion alignment, variable block
size motion alignment and overlapped block motion
alignment. In particular, it solves those problems that ex-
tensively exist in the current 3D wavelet coding schemes.
It guarantees the perfect reconstruction in various Barbell
functions even at fractional precision.

The rest of this paper is organized as follows. Section 2
describes the proposed barbell lifting. How to solve the
existing problems is also discussed in this section. Section
3 discusses the Barbell functions according to various mo-
tion alignment techniques. Section 4 describes the pro-
posed 3D wavelet coding with Barbell lifting. Experimen-
tal results are given in Section 5. Finally, Section 6 con-
cludes the paper.



2. BARBELL LIFTING

The wavelet decomposition is efficiently implemented by
the lifting scheme [18], where every FIR wavelet filter can
be factored into lifting stages. The key idea of the lifting
scheme contains three steps: the first step splits the data
into two subsets, X and Y; the second step uses the subset
X to predict the other subset Y and calculates the high-
pass wavelet coefficients H as the prediction error; the
third step uses the high-pass wavelet coefficients H to up-
date the subset X to ensure preservation of moments in the
low-pass L. These steps are briefly referred as Split, Pre-
dict and Update step, respectively. In general, only two
neighbor elements are used in both the Predict and Update
steps. The basic building block in a lifting scheme is a
lifting step which takes three input values and generates
one through linear combination as follows:
y=x+wx(x,+x,)- (D
w is the weighting factor dependent on the wavelet filter.
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Figure 3: The prediction step of 1D wavelet transform in
2D signal space, (a) conventional lifting; (b) barbell lift-
ing.

To implement an N-dimensional wavelet transform in the
N-dimensional signal space, the above one dimensional
lifting based wavelet transform has to be applied N times
in each of the N directions. Each of the transforms is per-
formed in the same way as if it were in a 1D signal space.
For example, Figure 3 (a) shows the Predict step of hori-
zontal wavelet transform in the 2D signal space. Each
pixel in odd columns cy;,; is predicted by only one corre-
sponding pixels in each of its two neighboring columns cy;
and ¢y, specified by the transform direction. Other

neighboring pixels in columns c,; and c,;y, are not used.

However, when we predict the odd columns c, cs,...,
Coisl,. .., all the even columns ¢y, ¢y, ..., Cyj, ... are avail-

able. We can expect an even better prediction if we use
more available neighboring pixels as sources, as shown in
Figure 3 (b). Similarly, to perform a one dimensional
wavelet transform in N-dimensional signal space where
each c; corresponds to an N-1 dimensional signal, we can
use multiple neighboring pixels in the two N-1 dimen-
sional signal subspaces as prediction source.

Figure 4: The proposed basic barbell lifting step.

Generally, for a multi-dimensional signal, such as video or
image, we propose a novel and generalized lifting scheme
for efficient 1D wavelet decomposition in an N-
dimensional space. We call it as Barbell lifting scheme as
shown in Figure 4, where each of the Fj, and F, corre-
sponds to an N-1 dimensional signal subspace. In the pro-
posed Barbell lifting scheme, instead of using a single
pixel value, we now use a function of a set pixel values as
the input to the lifting step. Functions f () and f() are

called as Barbell functions. They can be any linear or non-
linear functions that take any pixels in the F; as variables.
It can also vary from pixel to pixel.
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Figure 5: The barbell lifting wavelet transform.

The Barbell lifting based forward wavelet transform and
inverse wavelet transform are described here. To better
explain the idea, assume the input is frames from a video
sequence (N=3). Firstly, as shown in Figure 5 (a), the pre-
diction stage takes the original input frames to generate the
high-pass frames. The Barbell functions are used to pre-
pare the input values from even frames. Secondly as



shown in Figure 5 (b), the update stage uses the available
high-pass frames and even frames to generate the low-pass
frames. The Barbell functions are used to prepare the input
values from the high-pass frames. For the inverse trans-
form, as long as we know the original Barbell functions
used at the update stage, we can first recover the even
frames with available high-pass and low-pass frames. If
we know the information of the Barbell functions at the
prediction stage, we can perfectly reconstruct the odd
frames with the available even frames and high-pass
frames.

The proposed Barbell lifting can solve the existing prob-
lems in the temporal decomposition by coupling the
weighting parameters in the updating step with that in the
predicting step. Let us denote many-to-many mapping
from frame F, to frame F,as M, (many-to-one and

one-to-many mapping is dealt as the special case), and
B .(p)CF, is the set of pixels in F, that pixel pe F, is
mapped to by A, .. Define B (9)={peF, 1qeB_,(p)}
qeF,, which is the set of pixels in F, that 4e F, is
mapped from by M, - The weighting parameter for
pixel pair (p,q) subject to g4e B, (p) is denoted as

The Haar transform with barbell lifting:

H,(p)=Fyns(p) = > w(p,@)Fy(q)* 9€ Baoraoni(p) (2

q

L(q)=F,(q) +%-Z w(p.q)H,(p)> P € Byn(@) ()
V4
The 5/3 transform with barbell lifting:

H,-(P) = FZM(P)—;'{ZW(P’(II)in((il)+ZW(P,(12)F2,-+2((12)}

Eil L5
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41 P2
VP € Byl (@) > VP, € Byl 0i(9) )
According to the above barbell lifting process, pixels will
be updated by the high-pass coefficients that are predicted
with these pixels with the corresponding weighting factor.
It guarantees the match in the predicting and updating
steps.

3. MOTION ALIGNMENT WITH BARBELL LIFT-
ING

In this section, we will discuss how to decide the Barbell
functions for those existing motion alignment techniques
used in the 3D wavelet video coding.
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Figure 6: The Barbell functions for temporal decomposi-
tion.

Figure 6 gives some examples of Barbell functions. The
integer motion alignment case is shown as in Figure 6 (a).
The Barbell function is

f =F,(x+Ax,y+Ay) (6)
(Ax,Ay) is the motion vector of current pixel (x, y). F,
denotes the previous frame. The fractional-pixel motion
alignment case is shown as in Figure 6 (b). The Barbell
function is

f:ZZWWF[(XJFLAXJ"‘%y+LAyJ+n) (7)

m n

| | denotes the integer part of Ax and Ay. w,  is the

factor of the interpolation filter. In other words, the Bar-
bell function is the fractional pixel value calculated from
neighboring integer pixels by an interpolation filter. The
multiple-to-one mapping case is shown as in Figure 6 (c).
The Barbell function is

f=2 2 W, F(x+Ax,, y+Ay,) ®)

m n

w, , is the weighting factor for each connected pixel.

The Barbell lifting scheme also allows more efficient and
flexible temporal decomposition that is not feasible in
motion trajectory. Figure 6 (d) shows such a case. Besides
the motion vector (Ax,Ay), the current pixel (x,y) can use

the motion vectors of neighboring pixels to get multiple
predictions from the previous frame and generate a new
prediction. The Barbell function is

f=2 2w Fi(x+Ax,. y+Ay,) ©)

m=0,%£1n=0,%1
w, , 1s the weighting factor. Equation (9) describes the

case of getting 4 neighboring pixels. It can be extended to
more general cases, such as 8 neighboring pixels and even
more.

Beside, the Barbell lifting scheme can be also applied with
the so-called adaptive block size motion alignment. The
Barbell lifting function is used with large block size in the



flat regions of video and small block size in the complex
region.

4. THE PROPOSED VIDEO CODING SCHEME

Figure 7 illustrates the block diagram of the proposed 3D
wavelet video coding with the Barbell lifting. The raw
video is first input to the motion estimation module to es-
timate the motion among frames. The resulting motion
data bases on variable block sizes from 16x16 to 4x4 with
quarter pixel precision. The temporal wavelet decomposi-
tion uses the proposed Barbell lifting. With the estimated
motion data, the high-pass frames are generated by pre-
dicting from adjacent frames along with motion trajectory.
The overlap motion alignment is also enabled in the pre-
dicting step. The updating step uses the coupling weight-
ing parameters as that in the predicting step. After the
temporal decomposition, the resulting high-pass and low-
pass frames are further decomposed with the 9/7 filter. All
sub-bands are coded finally with 3D EBCOT.
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Figure 7: The block diagram of the proposed 3D sub-
band video coding using Barbell.

The scheme is submitted to MPEG to response MPEG
SVC call for proposals. For the testing scenario with three-
layer spatial scalability, the performance of our scheme
ranks the first in all submitted scheme.

5. EXPERIMENTAL RESULTS

We have conducted several experiments to show the per-
formance of our scheme in this paper. MPEG standard test
sequences are used: Foreman, Mobile, Stefan, Coastguard
and Table tennis. In the tests, the entire sequence is tem-
porally decomposed by a four-level lifting structure into
five temporal subbands. Each temporal sub-band is further

spatially decomposed by a 3-level Spacl wavelet transform.

The resulted wavelet coefficients are entropy coded by 3-
D ESCOT. Motion estimation is performed on each level
at quarter-pixel accuracy and the motion search range at
each level is set as 32, 64, 128 and 128 pixels, respec-
tively. Overlapped block motion alignment with adaptive
block size is applied.

We compared our barbell lifting scheme with two bench-
mark coders: MC-EZBC [13] and H.264 JM6.1le. The
result of MC-EZBC is quoted from [19]. For H.264, we
try to set the test conditions as follows to obtain its best

performance. The GOP is set as a whole sequence with
only one I frame; and two B pictures are inserted between
each two P pictures; the quantization parameters for these
three picture types satisfy QP=QPp-1=QP5-2; motion es-
timation is performed at quarter-pixel accuracy with a
search range of 32; five references are allowed for both
the P frames and B frames; and CABAC and R-D optimi-
zation are also turned on. From the results shown below,
we can see that the proposed scheme outperforms MC-
EZBC for all these sequences by 1~2dB. The proposed
scheme is also compared with the best results of H.264.
For Foreman sequences, the loss of our coder is about 0.4
to 1.4 dB. For Table tennis, Stefan and Mobile sequences,
the performance of our coder catches up with that of
H.264. Furthermore, for Coastguard sequence, our coder
even outperforms the best result of H.264 by up to 1.1dB.
Considering that the results of H.264 are of single layer
bitstreams which are R-D optimized for each bit-rate, our
proposed scalable coder is very competitive with H.264.

6. CONCLUSIONS

This paper proposes a general barbell lifting scheme for
one dimensional wavelet transform in a multiple dimen-
sional signal space, where the multiple predicting and up-
dating signals are supported through barbell functions. It
can embrace all motion alignment techniques mentioned
above, such as fractional pixel motion alignment, variable
block size motion alignment and overlapped block motion
alignment. In particular, it solves those problems that ex-
tensively exist in the current 3D wavelet coding schemes.
It guarantees the perfect reconstruction in various Barbell
functions even at fractional precision.
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