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#### Abstract

In many large network settings, such as computer networks, social networks, or hyperlinked text documents, much information can be obtained from the network's spectral properties. However, traditional centralized approaches for computing eigenvectors struggle with at least two obstacles: the data may be difficult to obtain (both due to technical reasons and because of privacy concerns), and the sheer size of the networks makes the computation expensive. A decentralized, distributed algorithm addresses both of these obstacles: it utilizes the computational power of all nodes in the network and their ability to communicate, thus speeding up the computation with the network size. And as each node knows its incident edges, the data collection problem is avoided as well. Our main result is a simple decentralized algorithm for computing the top $k$ eigenvectors of a symmetric weighted adjacency matrix, and a proof that it converges essentially in $O\left(\tau_{\text {mix }} \log ^{2} n\right)$ rounds of communication and computation, where $\tau_{\text {mix }}$ is the mixing time of a random walk on the network. An additional contribution of our work is a decentralized way of actually detecting convergence, and diagnosing the current error. Our protocol scales well, in that the amount of computation performed at any node in any one round, and the sizes of messages sent, depend polynomially on $k$, but not at all on the (typically much larger) number $n$ of nodes.


## 1. INTRODUCTION

One of the most stunning trends of recent years has been the emergence of very large-scale networks. A major driving force behind this development has been the growth and wide-spread usage of the Internet. The structure of hosts and routers - in itself a large network - has facilitated the growth of the World Wide Web, consisting of billions of web pages linking to each other. This in turn has allowed or helped users to take advantage of services such as Instant Messaging (IM) or various sites such as Friendster, Orkut, or BuddyZoo to explore their current social network and develop new social ties. Beyond Internet-based applications, a large amount
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of effort is now being focused on structures and applications of decentralized Peer-to-Peer (P2P) networks [19, 20, 23, 25].

In all of these cases, the (weighted) network structure contains much information that could be beneficial to the nodes. For the router graph of the Internet or P2P networks, we may be interested in sparse cuts, as these may lead to network traffic congestion, or in the extreme case - network partitioning. For linked web pages, most useful measures of relevance or relatedness (such as PageRank [6] or hub and authority weights [15]) are defined in terms of the eigenvectors of the network's adjacency matrix. In social networks, individuals may be interested in questions such as: Is there a natural clustering among my friends? Which two of my friends are most likely to be compatible, and should therefore be introduced? Which of my friends belong to social circles different from mine, and could therefore introduce me to new people?

For all of the above questions, good solutions can be obtained by spectral analysis of the underlying graph structure, as nodes on different sides of a sparse cut tend to have very different entries in the second eigenvector [9]. In addition, several recent results have also shown how to use spectral techniques for clustering [13, 18, 17], characterization [8, 15, 1], and recommendation/prediction [2].

When trying to apply these techniques to the large network settings described above, one encounters several difficulties. First and foremost, the very size of the networks may be prohibitively large for (efficient, but superlinear) spectral algorithms. Second, the actual network data may be difficult to collect. This may be a result of either technological obstacles (such as implementing an efficient web crawler), or of privacy concerns: users of a P2P network may want to keep their identity concealed, and users of IM or other social network systems may be reluctant to share their social connections.

A solution to both of these problems is to perform the computation in the network. This leverages the computational power of the individual nodes. At the same time, nodes only communicate and share data with their neighbors in the network, which may go a long way toward alleviating privacy concerns. Last but not least, a decentralized design may be more desirable solely on the grounds that it does not offer a single point of failure, and the system as a whole can continue to function even when many of the nodes fail.

### 1.1 Our Contributions

We present a decentralized algorithm for computing eigenvectors of a symmetric matrix, and singular vectors of arbitrary matrices (corresponding to the adjacency matrices of undirected resp. directed graphs). We assume that associated with each edge of the network is a weight $a_{i j}$, which is known to both endpoints. This weight may be the bandwidth available between two machines, the number of links between two web pages, or an estimate of the
strength of a social tie between two individuals.
Our algorithm considers each node of the network as an independent computational entity that can communicate with all of its neighbors. (This assumption is certainly warranted for social networks, P2P networks, or the autonomous systems in the Internet; it can also be simulated fairly easily for web graphs.) The sizes of messages passed between nodes, as well as the computation performed at each node, are nominal; when computing the $k$ principal eigenvectors (or singular vectors), they are $O\left(k^{3}\right)$ in each round. The number of rounds to achieve error $\epsilon$ is $O\left(\log ^{2}(n / \epsilon) \cdot \tau_{\text {mix }}(G)\right)$, where $\tau_{\text {mix }}(G)$ denotes the mixing time of the random walk on the network $G$. As many of the above-mentioned networks have good expansion (either by design or empirical observation), this time will essentially be logarithmic in the number $n$ of nodes, hence exponentially faster than the centralized algorithms for spectral analysis.

Our algorithm is based on a decentralized implementation of Or thogonal Iteration, a simple method for computing eigenvectors. Let $A=\left(a_{i j}\right)$ denote the weighted adjacency matrix of the graph under consideration. In the Orthogonal Iteration method, $k$ random vectors are chosen initially. In each iteration, all vectors are first multiplied by $A$; then, the resulting vectors are orthonormalized, and serve as the starting vectors for the next iteration. We show how to approximately implement both the multiplication and orthogonalization phases of an iteration in a decentralized fashion. As this implementation introduces additional errors, we analyze how errors propagate through future iterations.

Our analysis of a single orthogonal iteration shows that the error with respect to a centralized implementation drops to $\epsilon$ within time $O\left(\log \frac{1}{\epsilon} \cdot \tau_{\text {mix }}\right)$. One feature of our approach is that nodes need not (and usually do not) know the entire network structure, and in particular will usually not know the value of $\tau_{\text {mix }}$. Hence, we also show how nodes can detect convergence to within error $\epsilon$ in a decentralized way without more than a constant factor in overhead.

### 1.2 Applications

We elaborate briefly on some of the previously mentioned potential applications of spectral methods in a decentralized setting. We restrict our discussion to applications where nodes can make decisions or draw inferences locally, by comparing their own $k$-tuples to those of their neighbors. This precludes more global uses of eigenvectors, including the prediction of non-existing links (except perhaps when the two nodes are at distance 2 , and the comparison could thus be performed by a common neighbor).

### 1.2.1 Network Engineering

One of the main challenges in designing and maintaining networks is to ensure a high bandwidth for concurrent flows between arbitrary sources and sinks. This usually involves detecting bottlenecks, and removing them by increasing the bandwidth along bottleneck edges, or by adding more edges. Bottlenecks can often be detected by considering the principal eigenvectors of the network's adjacency matrix, as the components of nodes on different sides of a sparse cut tend to have different signs in these eigenvectors.

More formally, by combining the Theorem of Leighton and Rao [16], on the maximum amount $f^{*}$ of flow that can be concurrently routed between source/sink pairs $\left(s_{i}, t_{i}\right)$, with results relating the expansion of a graph to the second-largest eigenvector of its Laplacian matrix $L$, maximum concurrent flow and eigenvalues relate as follows: $O\left(\frac{n \lambda_{n-1}(L)}{\log n}\right) \leq f^{*} \leq O\left(n \sqrt{\lambda_{n-1}(L)}\right)$. Hence, to increase the amount of flow that can be concurrently sent, it suffices to increase $\lambda_{n-1}(L)$ - or equivalently, to decrease the secondlargest eigenvalue of $I-L$.

One approach to attempt to minimize $\lambda_{2}(I-L)$ is to consider
 where $\vec{x}_{1}$ denotes the principal eigenvector of $A$. The second eigenvector is the $\vec{x}$ attaining the maximum. By increasing $a_{i j}$ for nodes $i, j$ with opposite signs in the vector $\vec{x}$ (and decreasing $a_{i j}$ for nodes with equal signs), the ratio on the right-hand side is reduced, corresponding to the above intuition that the bandwidth should be increased between nodes with different signs in their eigenvector entries. Notice that this will not necessarily reduce $\lambda_{2}(I-L)$, as the maximum may be attained by a different vector $\vec{x}$ now. However, at worst, this is a good practical heuristic; in fact, we conjecture that by extending this technique to multiple eigenvectors, $\lambda_{2}(I-L)$ can be provably reduced. As all non-zero entries of $I-L$ coincide with non-zero entries of $A$, they correspond to edges of the network, and the computation can thus be performed by our decentralized algorithm.

### 1.2.2 Social Engineering and Weak Ties

The importance of spectral methods in the analysis of networks in general, and social networks in particular, results from the fact that it assigns to each point a vector in $\mathbb{R}^{k}$ for some small $k$, and that proximity in this space $\mathbb{R}^{k}$ corresponds to a similarity of the two nodes in terms of their positions within the network. For social networks, this means that individuals with similar (or compatible) social circles will be mapped to close points.

A first application of this observation would lie in link prediction or "social engineering": introducing individuals who do not know each other (do not share an edge), even though their mappings into $\mathbb{R}^{k}$ are close. This requires the existence of a node to observe the proximity. This could be a "common friend" (a node adjacent to both); a more sophisticated solution might let a node broadcast its $k$-dimensional vector to other nodes, and let them choose to contact this possibly compatible node (with small inner product of the two vectors [2]).

A second, and perhaps more interesting, application is the detection of weak ties. Sociologists have long distinguished between "strong" and "weak" social ties - see the seminal paper by Granovetter [12] on the subject. The notions of weak and strong ties refer to the frequency of interaction between individuals, but frequently coincide with ties between individuals of similar resp. different social circles. The distinction of social ties into different classes is important in that [12] reports that a disproportionately large fraction of employment contracts are the result of weak tie interaction. One may expect similar phenomena for other aspects of life. An individual may therefore want to discover which of his ties are weak, in order to seek introduction to potential employers, new friends, etc.

Using the mapping into $\mathbb{R}^{k}$, we can define a precise notion of a weak tie, by comparing the distance between the two endpoints of an edge. (A weak tie between individuals will thus correspond intuitively to adjacent nodes on different sides of a sparse cut in the sense discussed above.) What is more, the two endpoints themselves can determine whether their tie is weak, and act accordingly.

### 1.3 Related Work

For a general introduction to spectral techniques, see [7]. There has been a large body of work on parallelizing matrix operations - see for instance [10] for a comprehensive overview. These approaches assume a fixed topology of the parallel computer which is unrelated to the matrix to be decomposed; our approach, on the other hand, has a network of processors analyze its own adjacency matrix.

Our work relates to other recent work that tries to infer global properties of a graph by simple local processes on it. In particular,

Benjamini and Lovász [3] show how to determine the genus of a graph from a simple random walk-style process.

Our implementation of Orthogonal Iteration is based on a recent decentralized protocol for computing aggregate data in networks, due to Kempe, Dobra, and Gehrke [14]. Here, we show how to extend the ideas to compute significantly more complex properties of the network itself.

Both the above-mentioned paper [14] and our paper draw connections between computing the sum or average of numbers, and the mixing speed of random walks. In recent work, Boyd et al. [5] have made this connection even more explicit, showing that the two are essentially identical under additional assumptions.

The equivalence between averaging and Markov Chains suggests that in order for these decentralized algorithms to be efficient, they should use a Markov Chain with as small mixing time as possible. Boyd, Diaconis, and Xiao [4] show that the fastest mixing Markov Chain can be computed in polynomial time, using semidefinite programming. For the special case of random geometric graphs (which are reasonable models for sensor networks), Boyd et al. [5] show that the fastest mixing Markov Chain mixes at most by a constant factor faster than the random walk, in time $\Theta\left(r^{-2} \log n\right)$ (where all $n$ points are randomly placed in a unit square, and considered adjacent if they are within distance $r$ ). In essence, this shows that slow convergence is inherent in decentralized averaging algorithms on random geometric graphs.

## 2. THE ALGORITHM

We consider the problem of computing the eigenvectors of a weighted graph, where the computation is performed at the nodes in the graph. Each node has access to the weights on incident edges, and is able to communicate along edges of non-zero weight, exchanging messages of small size. The goal is for each node to compute its value in each of $k$ principal eigenvectors. For simplicity, we will assume that each node can perform an amount of computation and communication proportional to its degree in each round.

### 2.1 Orthogonal Iteration

Our algorithm emulates the behavior of Orthogonal Iteration, a simple algorithm for computing the top $k$ eigenvectors of a graph.

```
Algorithm 1 Orthogonal Iteration ( \(A\) )
    Choose a random \(n \times k\) matrix \(Q\).
    loop
        Let \(V=A Q\).
        Let \(Q=\) Orthonormalize \((V)\).
    end loop
    Return \(Q\) as the eigenvectors.
```

Once the eigenvectors have been computed, it is easy to obtain from them the projections of each node onto the eigenspace, as it is captured by the rows of $V$.

Orthogonal Iteration converges quickly: the error in the approximation to the true $Q$ decreases exponentially in the number $t$ of iterations, as characterized by Theorem 3.2.

We adapt Orthogonal Iteration to a decentralized environment. Each node $i$ takes full responsibility for the rows of $V$ and $Q$ associated with it, denoted $V_{i}$ and $Q_{i}$. The choice of a random matrix is easy to implement in a decentralized fashion. Similarly, when the matrix $Q$ is already known, then $V=A Q$ can be computed locally: each node $j$ sends its row $Q_{j}$ to all of its neighbors; then,
node $i$ can compute its row $V_{i}$ as a linear combination (with coefficients $a_{i j}$ ) of all vectors $Q_{j}$ received from its neighbors $j$. The key aspect of the decentralization is therefore how to perform the orthonormalization of $V$ in a decentralized way.

### 2.2 Decentralized Orthonormalization

The orthonormalization in Orthogonal Iteration is typically performed by computing the $Q R$ factorization of $V$, i.e. matrices $Q, R$ such that $V=Q R$, the $k$ columns of $Q$ are orthonormal, and the $k \times k$ matrix $R$ is upper triangular. Orthonormalization is thus performed by applying $R^{-1}$ to $V$, yielding $Q$. If each node had access to $R$, each could locally compute the inverse $R^{-1}$ and apply it to its copy of $V_{i}$. The resulting collection of vectors would then form an orthonormal $Q$.

However, it is not obvious how to compute $R$ directly. Therefore, we use the fact that if $K=V^{T} V$, then $R$ is the unique $k \times k$ upper triangular matrix with $K=R^{T} R$. This holds because if $Q$ is orthonormal, then $Q^{T} Q$ is the identity matrix, so

$$
K=V^{T} V=R^{T} Q^{T} Q R=R^{T} R
$$

(Here, we are using the fact that the QR -factorization $V=Q R$ and the Cholesky factorization $K=R^{T} R$ are both unique.) Once each node $i$ has access to the $k \times k$ matrix $K$, each can compute the Cholesky factorization $K=R^{T} R$ locally, invert $R$, and apply $R^{-1}$ to its row $V_{i}$.

Unfortunately, it is unclear how to provide each node with the precise matrix $K$. Instead, each node computes an approximation to $K$. To see how, observe that $K=\sum_{i} V_{i}^{T} V_{i}$. Each node $i$ is capable of producing $K^{(i)}=V_{i}^{T} V_{i}$ locally, and if we can, in a decentralized manner, sum up these matrices, each node can obtain a copy of $K$.

In order to compute this sum of matrices in a decentralized fashion, we employ a technique proposed in [14]: the idea is to have the value (or, in this case, matrix) from each node perform a deterministic simulation of a random walk. Once this "random walk" has mixed well, each node $i$ will hold roughly a $\pi_{i}$ fraction of the value from each other node $j$. Hence, if we also compute $\pi_{i}$ and divide by it, then each node calculates approximately the sum of all values. (For matrices, all of this computation applies entry-wise.) Hence, let $B=\left(b_{i j}\right)$ be an arbitrary stochastic matrix, such that the corresponding Markov Chain is ergodic and reversible ${ }^{1}$, and $b_{i j}=0$ whenever there is no edge from $i$ to $j$ in the network. ${ }^{2}$ Then, the algorithm for summing can be formulated as follows:

```
Algorithm 2 Push-Sum \(\left(B,\left(K^{(i)}\right)\right.\) )
    One node \(\hat{\imath}\) starts with \(w_{\hat{\imath}}=1\), all others with \(w_{i}=0\).
    All nodes set \(S_{i}=K^{(i)}\).
    loop
        Set \(S_{i}=\sum_{j \in N(i)} b_{j i} S_{j}\)
        Set \(w_{i}=\sum_{j \in N(i)} b_{j i} w_{j}\)
    end loop
    Return \(\frac{S_{i}}{w_{i}}\).
```

At each node, this ratio $\frac{S_{i}}{w_{i}}$ converges to the the sum $\sum_{i} K^{(i)}$ at essentially the same speed as the Markov Chain defined by $B$ con-

[^1]verges to its stationary distribution. The exact bound and analysis are given as Theorem 3.4.

Combining this orthonormalization process with the decentralized computation of $A V$, we obtain the following decentralized algorithm for eigencomputation, as executed at each node $i$ :

```
Algorithm 3 DecentralizedOI ( \(k\) )
    Choose a random \(k\)-dimensional vector \(Q_{i}\).
    loop
        Set \(V_{i}=\sum_{j \in N(i)} a_{i j} Q_{j}\).
        Compute \(K^{(i)}=V_{i}^{T} V_{i}\).
        Set \(K=\operatorname{Push}-\operatorname{Sum}\left(B, K^{(i)}\right)\).
        Compute the Cholesky factorization \(K=R^{T} R\).
        Set \(Q_{i}=V_{i} R^{-1}\).
    end loop
    Return \(Q_{i}\) as the \(i\) th component of each eigenvector.
```

We have been fairly casual about the number of iterations that should occur, and how a common consensus on this number is achieved by the nodes. One simplistic approach is to have the initiator specify a number of iterations, and keep this amount fixed throughout the execution. A more detailed analysis, showing how nodes can estimate the approximation error in a decentralized way, is given as Section 3.3.

## 3. ANALYSIS

In this section, we analyze the convergence properties of our decentralized algorithm, and prove our main theorem. We describe the subspace returned by the algorithm in terms of projection matrices, instead of a specific set of basis vectors. This simplifies the presentation by avoiding technical issues with ordering and rotations among the basis vectors. For a subspace $S$ with orthonormal basis $\left\{\vec{b}_{1}, \ldots, \vec{b}_{k}\right\}$, the projection matrix onto $S$ is $P_{S}=\sum_{i} \vec{b}_{i} \vec{b}_{i}^{T}$.

Theorem 3.1. Let $A$ be a symmetric matrix, and $\lambda_{1}, \lambda_{2}, \ldots$ its eigenvalues, such that $\left|\lambda_{1}\right| \geq\left|\lambda_{2}\right| \geq \ldots$ Let $P_{Q}$ denote the projection onto the space spanned by the top $k$ eigenvectors of $A$ and let $P_{Q^{\prime}}$ denote the projection onto the space spanned by the eigenvectors computed after titerations of Decentralized Orthogonal Iteration.

If DecentralizedOI runs Push-Sum for $\Omega\left(t \tau_{\text {mix }} \cdot \log \left(8 k\|A\|_{2} \frac{c}{\epsilon}\right)\right)$ steps in each of its iterations, and $\left\|R^{-1}\right\|_{2}$ is consistently less than $c$, then with high probability,

$$
\left\|P_{Q}-P_{Q^{\prime}}\right\|_{2} \leq O\left(\left|\frac{\lambda_{k+1}}{\lambda_{k}}\right|^{t} \cdot n\right)+3 \epsilon^{4 t}
$$

Remark (Vector and Matrix Norm Notation) For any probability distribution $\vec{\mu}$, we write $\|\vec{x}\|_{p, \vec{\mu}}=\left(\sum_{i}\left|x_{i}\right|^{p} \cdot \mu_{i}\right)^{1 / p}$, and $\|\vec{x}\|_{\infty, \vec{\mu}}=\max _{i}\left|x_{i}\right|$. When $\vec{\mu}$ is omitted, we mean the norm $\|\vec{x}\|_{p}=\left(\sum_{i}\left|x_{i}\right|^{p}\right)^{1 / p}$.

For vector norms $\|\cdot\|_{a},\|\cdot\|_{b}$, the matrix operator norm of a matrix $A$ is defined as $\|A\|_{a \rightarrow b}=\max _{\|\vec{x}\|_{a}=1}\|A \vec{x}\|_{b}$. We most frequently use $\|A\|_{2}:=\|A\|_{2 \rightarrow 2}$. In addition to the operator norms induced by $L_{p}$ norms on vectors, we define the Frobenius norm of a matrix $A$ as $\|A\|_{F}:=\left(\sum_{i, j} a_{i j}^{2}\right)^{1 / 2}$. These two norms relate in the following useful ways: for all matrices $A, B$, we have that $\|A\|_{2} \leq\|A\|_{F} \leq \sqrt{\operatorname{rank}(A)}\|A\|_{2}$, and $\|A B\|_{F} \leq\|A\|_{2}\|B\|_{F}$.

The proof of Theorem 3.1 must take into account two sources of error: (1) The Orthogonal Iteration algorithm itself does not produce an exact solution, but instead converges to the true eigenvectors, and (2) Our decentralized implementation DecentralizedOI introduces additional error.

The convergence of Orthogonal Iteration itself has been analyzed extensively in the past (see [11] for references); the relevant results are stated as Theorem 3.2.

Theorem 3.2. Let $P_{Q}$ describe the projection onto the space spanned by the top $k$ eigenvectors of a symmetric matrix $A$, and let $P_{Q^{\prime}}$ be the projection onto the space spanned by the approximate $Q^{\prime}$ obtained after $t$ iterations of Orthogonal Iteration. With high probability,

$$
\left\|P_{Q}-P_{Q^{\prime}}\right\|_{2} \leq O\left(\left|\frac{\lambda_{k+1}}{\lambda_{k}}\right|^{t} \cdot n\right)
$$

Interpreted, this theorem implies that the space found by orthogonal iteration is close to the true space, so the projections $V_{i}=A Q_{i}$ are nearly perfect. Furthermore, not many iterations are required to achieve good accuracy. To bring this error bound to $\epsilon$, we need to perform $t=\log \left(\frac{n}{\epsilon}\right) / \log \left(\left|\frac{\lambda_{k+1}}{\lambda_{k}}\right|\right)$ iterations.

### 3.1 Error of Orthogonal Iteration

The main focus of our analysis is to deal with the approximation errors introduced by the Push-Sum algorithm. In Section 3.2, we show that the error for each entry of the matrix $K$ at each node $i$ drops exponentially in the number of steps that Push-Sum is run. Still, after any finite number of steps, each node $i$ is using a (different) approximation $\widehat{K}_{i}$ to the correct matrix $K$, from which it computes $\widehat{R}_{i}^{-1}$ and then its new vector $Q_{i}$. We therefore need to analyze the effects that the error introduced into the matrix $\widehat{K}_{i}$ will have on future (approximate) iterations, and show that it does not hinder convergence. Specifically, we want to know how many iterations of Push-Sum need to be run to make the error so small that even the accumulation over the iterations of Orthogonal Iteration keeps the total error bounded by $\epsilon$.

In order to bound the growth of error for the decentralized Orthogonal Iteration algorithm, we first analyze the effects of a single iteration. Recall that a single iteration, in the version that we use to decentralize, looks as follows: It starts with an orthonormal matrix $Q$, determines $V=A Q$ and $K=V^{T} V$, and from this computes a Cholesky factorization $K=R^{T} R$, where $R$ is a $k \times k$ matrix. Finally, the output of the iteration is $Q^{\prime}=V R^{-1}$, which is used as input for the next iteration.

The decentralized implementation will start from a matrix $\widehat{Q}$ which is perturbed due to approximation errors from previous iterations. The network computes $\widehat{V}=A \widehat{Q}$, and we can hence define $\widehat{K}=\widehat{V}^{T} \widehat{V}$. However, due to the approximate nature of Push-Sum, node $i$ will not use $\widehat{K}$, but instead use a matrix $\widehat{K}_{i}=\widehat{K}+E_{i}$, for some error matrix $E_{i}$. Node $i$ then computes $\widehat{R}_{i}$ such that $\widehat{K}_{i}=\widehat{R}_{i}^{T} \widehat{R}_{i}$, and applies $\widehat{R}_{i}^{-1}$ to its row $\widehat{V}_{i}$ of the matrix $\widehat{V}$. Hence, the resulting matrix $\widehat{Q}^{\prime}$ has as its $i^{\text {th }}$ row the vector $\widehat{V}_{i} \widehat{R}_{i}^{-1}$.

Lemma 3.3. Let $Q$ and $\widehat{Q}$ be matrices where $Q$ is orthonormal, and $\|Q-\widehat{Q}\|_{F}+\epsilon k \leq\left(2\|A\|_{2}\left\|R^{-1}\right\|_{2}\right)^{-3}$. If $Q^{\prime}$ and $\widehat{Q}^{\prime}$ are respectively the results of one step of Orthogonal Iteration applied to $Q$ and Decentralized Orthogonal Iteration applied to $\widehat{Q}$, and the number of steps run in Push-Sum is $t=\Omega\left(\tau_{\text {mix }} \log (1 / \epsilon)\right)$, then

$$
\left\|Q^{\prime}-\widehat{Q}^{\prime}\right\|_{F} \leq k^{1 / 2}\left(2\|A\|_{2}\left\|R^{-1}\right\|_{2}\right)^{4}\left(\|Q-\widehat{Q}\|_{F}+\epsilon k\right)
$$

Proof. The proof consists of two parts: First, we apply perturbation results for the Cholesky decomposition and matrix inverse to derive a bound on $\left\|R^{-1}-\widehat{R}_{i}^{-1}\right\|_{2}$. Second, we analyze the effect of applying the (different) matrices $\widehat{R}_{i}^{-1}$ to the rows of $\widehat{V}$.

Throughout, we will be making repeated use of the relationship between the matrix norms of $A, V, R, K$. Because $Q^{\prime}$ is orthonormal, we have that $\|V\|_{F}=\|R\|_{F}$ and $\|V\|_{2}=\|R\|_{2}$. For $A$, this does not hold with equality; however, because $V=A Q$, the submultiplicativity of norms gives that $\|V\|_{2} \leq\|A\|_{2}$ and $\|V\|_{F} \leq\|A\|_{F}$. Finally, because $K=R^{T} R$, its norms satisfy $\|K\|_{2}=\|R\|_{2}^{2}$, and $\|K\|_{F} \leq\|R\|_{F}^{2}$.

Simply from the definitions $V=A Q$ and $\widehat{V}=A \widehat{Q}$, we have that $\|V-\widehat{V}\|_{F} \leq\|A\|_{2}\|Q-\widehat{Q}\|_{F}$. Using this bound with the Triangle Inequality, we obtain

$$
\begin{aligned}
\|K-\widehat{K}\|_{F} & =\left\|V^{T} V-\widehat{V}^{T} \widehat{V}\right\|_{F} \\
& \leq\left\|V^{T} V-\widehat{V}^{T} V\right\|_{F}+\left\|\widehat{V}^{T} V-\widehat{V}^{T} \widehat{V}\right\|_{F} \\
& \leq\|V\|_{2}\left\|V^{T}-\widehat{V}^{T}\right\|_{F}+\|\widehat{V}\|_{2}\|V-\widehat{V}\|_{F} .
\end{aligned}
$$

$\|\cdot\|_{2}$ is submultiplicative, so $1=\left\|R R^{-1}\right\|_{2} \leq\|R\|_{2}\left\|R^{-1}\right\|_{2}$. Therefore, $\left\|R^{-1}\right\|_{2} \geq \frac{1}{\|R\|_{2}} \geq \frac{1}{\|A\|_{2}}$, and our assumed bound on $\|Q-\widehat{Q}\|_{F}$ is bounded by $\frac{1}{8}$. Hence, $\|\widehat{V}\|_{2} \leq \frac{9}{8}\|V\|_{2}$, yielding

$$
\|K-\widehat{K}\|_{F} \leq \frac{17}{8}\|V\|_{2}\|V-\widehat{V}\|_{F} \leq \frac{17}{8}\|A\|_{2}^{2}\|Q-\widehat{Q}\|_{F}
$$

Next, we want to bound the distance between $K$ and the approximation $\widehat{K}_{i}$ used by node $i$. By our choice of $t$, Theorem 3.4 implies that $\left\|\widehat{K}_{i}-\widehat{K}\right\|_{F} \leq \epsilon\|M\|_{F}$, where $M_{r c}=\sum_{i}\left|\left(\widehat{V}_{i}^{T} \widehat{V}_{i}\right)_{r c}\right|$. Applying the Cauchy-Schwartz Inequality after expanding the definition of $\|\cdot\|_{F}$ bounds $\|M\|_{F} \leq\|\widehat{V}\|_{F}^{2}$. In turn, $\|\widehat{V}\|_{F}^{2} \leq\left(\frac{9}{8}\right)^{2}\|V\|_{F}^{2}$, and $\|V\|_{F}^{2} \leq \operatorname{rank}(V) \cdot\|V\|_{2}^{2} \leq k\|A\|_{2}^{2}$, so

$$
\begin{aligned}
\left\|K-\widehat{K}_{i}\right\|_{F} & \leq\|K-\widehat{K}\|_{F}+\left\|\widehat{K}-\widehat{K}_{i}\right\|_{F} \\
& \leq \frac{17}{8}\|A\|_{2}^{2}\|Q-\widehat{Q}\|_{F}+\left(\frac{9}{8}\right)^{2} \epsilon k\|A\|_{2}^{2} \\
& \leq \frac{17}{8}\|A\|_{2}^{2} \cdot\left(\|Q-\widehat{Q}\|_{F}+\epsilon k\right)
\end{aligned}
$$

We apply two well-known theorems to bound the propagation of errors in the Cholesky factorization and matrix inversion steps. First, a theorem by Stewart [22] states that if $K=R^{T} R$ and $\widehat{K}=\widehat{R}^{T} \widehat{R}$ are Cholesky factorizations of symmetric matrices, then $\|R-\widehat{R}\|_{F} \leq\left\|K^{-1}\right\|_{2}\|R\|_{2}\|\widehat{K}-K\|_{F}$. Applying this theorem to our setting, and using that $\left\|K^{-1}\right\|_{2} \leq\left\|R^{-1}\right\|_{2}^{2}$, yields that

$$
\begin{aligned}
\left\|R-\widehat{R}_{i}\right\|_{F} & \leq\left\|K^{-1}\right\|_{2}\|R\|_{2}\left\|K-\widehat{K}_{i}\right\|_{F} \\
& \leq \frac{17}{8}\left\|R^{-1}\right\|_{2}^{2}\|A\|_{2}^{3} \cdot\left(\|Q-\widehat{Q}\|_{F}+\epsilon k\right)
\end{aligned}
$$

Next, we apply Wedin's Theorem [24], which states that for nonsingular matrices $R, \widehat{R}_{i}$,

$$
\left\|R^{-1}-\widehat{R}_{i}^{-1}\right\|_{2} \leq \frac{1+\sqrt{5}}{2}\left\|R-\widehat{R}_{i}\right\|_{2} \max \left\{\left\|R^{-1}\right\|_{2}^{2},\left\|\widehat{R}_{i}^{-1}\right\|_{2}^{2}\right\} .
$$

To bound $\left\|\widehat{R}_{i}^{-1}\right\|_{2}$, recall that $\left|\frac{1}{\left\|R^{-1}\right\|_{2}}-\frac{1}{\left\|\widehat{R}_{i}^{-1}\right\|_{2}}\right| \leq\left\|R-\widehat{R}_{i}\right\|_{F}$. Using our bound on $\left\|R-\widehat{R}_{i}\right\|_{F}$ and our assumption on $\|Q-\widehat{Q}\|_{F}$, we obtain that

$$
\left|\frac{1}{\left\|R^{-1}\right\|_{2}}-\frac{1}{\left\|\widehat{R}_{i}^{-1}\right\|_{2}}\right| \leq \frac{9}{32} \frac{1}{\left\|R^{-1}\right\|_{2}}
$$

Therefore, $\left\|\widehat{R}_{i}^{-1}\right\|_{2}^{2} \leq 2\left\|R^{-1}\right\|_{2}^{2}$, and using this bound in Wedin's Theorem, we obtain

$$
\begin{aligned}
\left\|R^{-1}-\widehat{R}_{i}^{-1}\right\|_{2} & \leq(1+\sqrt{5})\left\|R^{-1}\right\|_{2}^{2}\left\|R-\widehat{R}_{i}\right\|_{2} \\
& \leq 8\|A\|_{2}^{3}\left\|R^{-1}\right\|_{2}^{4} \cdot\left(\|Q-\widehat{Q}\|_{F}+\epsilon k\right) .
\end{aligned}
$$

In the second part of the proof, we want to analyze the effect obtained by each node $i$ applying its own matrix $\widehat{R}_{i}^{-1}$ to its row $\widehat{V}_{i}$ of the matrix $\widehat{V}$. Notice that this is a non-linear operation, so we cannot argue in terms of matrix products as above. Instead, we perform the analysis on a row-by-row basis. We can write $Q_{i}^{\prime}-\widehat{Q}_{i}^{\prime}$ as

$$
\begin{aligned}
Q_{i}^{\prime}-\widehat{Q}_{i}^{\prime} & =V_{i} R^{-1}-\widehat{V}_{i} \widehat{R}_{i}^{-1} \\
& =V_{i}\left(R^{-1}-\widehat{R}_{i}^{-1}\right)+\left(V_{i}-\widehat{V}_{i}\right) \widehat{R}_{i}^{-1}
\end{aligned}
$$

We let $C$ be the matrix whose $i^{\text {th }}$ row is $\left(V_{i}-\widehat{V}_{i}\right) \widehat{R}_{i}^{-1}$, and $D$ the matrix whose $i^{\text {th }}$ row is $V_{i}\left(R^{-1}-\widehat{R}_{i}^{-1}\right)$. We bound the Frobenius norms $\|C\|_{F},\|D\|_{F}$ separately. To bound $\|C\|_{F}$, observe that

$$
\begin{aligned}
\|C\|_{F}^{2} & =\sum_{i}\left\|\left(V_{i}-\widehat{V}_{i}\right) \widehat{R}_{i}^{-1}\right\|_{2}^{2} \\
& \leq \sum_{i}\left\|V_{i}-\widehat{V}_{i}\right\|_{2}^{2}\left\|\widehat{R}_{i}^{-1}\right\|_{2}^{2} \\
& \leq \max _{i}\left\|\widehat{R}_{i}^{-1}\right\|_{2}^{2} \cdot \sum_{i}\left\|V_{i}-\widehat{V}_{i}\right\|_{2}^{2} \\
& =\max _{i}\left\|\widehat{R}_{i}^{-1}\right\|_{2}^{2} \cdot\|V-\widehat{V}\|_{F}^{2}
\end{aligned}
$$

Similarly, to bound the Frobenius norm of $D$ :

$$
\begin{aligned}
\|D\|_{F}^{2} & =\sum_{i}\left\|V_{i}\left(R^{-1}-\widehat{R}_{i}^{-1}\right)\right\|_{2}^{2} \\
& \leq\|V\|_{F}^{2} \cdot \max _{i}\left\|R^{-1}-\widehat{R}_{i}^{-1}\right\|_{2}^{2} .
\end{aligned}
$$

We take square roots on both sides of these bounds, and combine them using the Triangle Inequality, getting

$$
\begin{aligned}
\left\|Q^{\prime}-\widehat{Q}^{\prime}\right\|_{F} \leq & \|\widehat{V}-V\|_{F} \cdot \max _{i}\left\|\widehat{R}_{i}^{-1}\right\|_{2} \\
& +\|V\|_{F} \cdot \max _{i}\left\|R^{-1}-\widehat{R}_{i}^{-1}\right\|_{2}
\end{aligned}
$$

Finally, inserting our bounds on $\left\|\widehat{R}_{i}^{-1}\right\|_{2}$ and $\left\|R^{-1}-\widehat{R}_{i}^{-1}\right\|_{2}$ yields that

$$
\begin{aligned}
\left\|Q^{\prime}-\widehat{Q}^{\prime}\right\|_{F} \leq & \|A\|_{2}\|\widehat{Q}-Q\|_{F} \cdot \sqrt{2}\left\|R^{-1}\right\|_{2} \\
& +8 \sqrt{k}\|A\|_{2}\|A\|_{2}^{3}\left\|R^{-1}\right\|_{2}^{4}\left(\|Q-\widehat{Q}\|_{F}+\epsilon k\right) \\
\leq & 16 \sqrt{k}\left\|R^{-1}\right\|_{2}^{4}\|A\|_{2}^{4}\left(\|Q-\widehat{Q}\|_{F}+\epsilon k\right)
\end{aligned}
$$

completing the proof.
Proof of Theorem 3.1. Lemma 3.3 shows that the approximation error $\|Q-\widehat{Q}\|_{F}$ grows by a factor of $k^{1 / 2}\left(2\left\|R^{-1}\right\|_{2}\|A\|_{2}\right)^{4}$ with each iteration, plus an additional $\epsilon k$ error. While this exponential growth is worrisome, the initial error is 0 , and $\epsilon$ decreases exponentially with the number of Push-Sum steps performed. By performing $\Omega\left(t \tau_{\text {mix }} \log \left(8 k\|A\|_{2} \frac{c}{\epsilon}\right)\right)$ steps of Push-Sum in each iteration, the difference $\|Q-\widehat{Q}\|_{F}$ is bounded by $\epsilon^{4 t}$ after $t$ iterations.

To transform this bound to a bound on $\left\|P_{Q}-P_{\widehat{Q}}\right\|_{F}$, note that

$$
\begin{aligned}
\left\|P_{Q}-P_{\widehat{Q}}\right\|_{F} & =\left\|Q Q^{T}-\widehat{Q} \widehat{Q}^{T}\right\|_{F} \\
& \leq\left\|Q Q^{T}-Q \widehat{Q}^{T}\right\|_{F}+\left\|Q \widehat{Q}^{T}-\widehat{Q} \widehat{Q}^{T}\right\|_{F} \\
& \leq\left(\|Q\|_{2}+\|\widehat{Q}\|_{2}\right)\|Q-\widehat{Q}\|_{F}
\end{aligned}
$$

By the argument in Lemma 3.3, the first factor is at most $17 / 8$, and we achieve the statement of Theorem 3.1.

The main assumption of Theorem 3.1, that $\left\|R^{-1}\right\|_{2}$ is bounded, raises an interesting point. $\left\|R^{-1}\right\|_{2}$ becoming unbounded corresponds to the columns of $Q$ becoming linearly dependent, an event
that is unlikely to happen outside of matrices $A$ of rank less than $k$. Should it happen, the decentralized algorithm will deal with this in the same manner that the centralized algorithm does: The final column of $Q$ will be filled with garbage values. This garbage will then serve as the basis for a new attempt at convergence for this column. The difference between the centralized and decentralized approaches is precisely which garbage is used. Clearly if the error is adversarial, the new columns of $Q$ could be chosen to be orthogonal to the top $k$ eigenvectors, and correct convergence will not occur.

Notice that even if $\left\|R^{-1}\right\|_{2}$ is large for some value of $k$, it may be bounded for smaller values $k^{\prime}$. Orthogonal iteration is a nested process, meaning that the results hold for $k^{\prime}<k$, where we examine the matrices restricted to the first $k^{\prime}$ eigenvectors. This means that while we can no longer say that the final $k-k^{\prime}$ columns necessarily track the centralized approach, we can say that the first $k^{\prime}$ are still behaving properly.

### 3.2 Analysis of Push-Sum

Next, we analyze the error incurred by the Push-Sum protocol, proving the following theorem. We define the mixing time $\tau_{\text {mix }}$ of the Markov Chain associated with $B$ in terms of the $\|\cdot\|_{2}$ norm, namely as the smallest $t$ such that $\left\|\vec{e}_{i}^{T} B^{t}-\vec{\pi}^{T}\right\|_{2} \leq \frac{1}{2}$ for all $i$.

Theorem 3.4. Let $S_{t, i}$ be the $k \times k$ matrix held by node $i$ after the $t^{\text {th }}$ iteration of Push-Sum, $w_{t, i}$ its weight at that time, and $S$ the correct matrix. Define $M=\sum_{i}\left|S_{0, i}\right|$ to be the matrix whose $(r, c)$ entry is the sum of absolute values of the initial matrices $S_{0, i}$ at all nodes $i$. Then, for any $\epsilon$, the approximation error is $\left\|\frac{S_{t, i}}{w_{t, i}}-S\right\|_{F} \leq \epsilon\|M\|_{F}$, after $t=O\left(\tau_{\text {mix }} \cdot \log \frac{1}{\epsilon}\right)$ rounds.

The proof of this theorem rests mainly on Lemma 3.5 below, relating the approximation quality for every single entry of the matrix to the convergence of $B^{t}$ to the stationary distribution of $B$. In the formulation of the lemma, we are fixing a single entry $(r, c)$ of all matrices involved. We write $x_{i}=K_{r c}^{(i)}$, and $s_{t, i}=\left(S_{t, i}\right)_{r c}$.

Lemma 3.5. Let $t$ be such that $\left\|\frac{\vec{e}_{j}^{T} B^{t}-\vec{\pi}}{\vec{\pi}}\right\|_{\infty} \leq \frac{\epsilon}{2+\epsilon}$ for all $j$. ${ }^{3}$ Then, for any node $i$, the approximation error $\left|\frac{s_{t, i}}{w_{t, i}}-\sum_{j} x_{j}\right|$ at time $t$ is at most $\epsilon \sum_{j}\left|x_{j}\right|$.
Proof. Let $\vec{s}_{t}$ and $\vec{w}_{t}$ denote the vector of all $s_{t, i}$ resp. $w_{t, i}$ values at time $t$. Thus, $\vec{s}_{0}=\vec{x}$, and $\vec{w}_{0}=\vec{e}_{\hat{\imath}}$, for the special node $\hat{\imath}$. Then, it follows immediately from the definition of Push-Sum that $\vec{s}_{t+1}^{T}=\vec{s}_{t}^{T} B$, and $\vec{w}_{t+1}^{T}=\vec{w}_{t}^{T} B$. By induction, we obtain that $\vec{s}_{t}^{T}=\vec{x}^{T} B^{t}=\sum_{j} x_{j} \cdot \vec{e}_{j} B^{t}$, and $\vec{w}_{t}^{T}=\vec{e}_{\hat{\imath}}^{T} B^{t}$.

Node $i$ 's estimate of the sum at time $t$ is $\frac{s_{t, i}}{w_{t, i}}=\sum_{j} x_{j} \cdot \frac{\left(\vec{e}_{j} B^{t}\right)_{i}}{\left(\bar{e}_{\hat{i}} B^{t}\right)_{i}}$. Because both the numerator and denominator converge to $\pi_{i}$, the right-hand side converges to $\sum_{j} x_{j}$. Specifically, let $t$ be such that $\left\|\frac{\vec{e}_{j}^{T} B^{t}-\vec{\pi}}{\vec{\pi}}\right\|_{\infty} \leq \frac{\epsilon}{2+\epsilon}$ for all $j$. Then, a straightforward calculation shows that $1-\epsilon \leq \frac{\left(\vec{e}_{j} B^{t}\right)_{i}}{\left(\vec{e}_{i} B^{t}\right)_{i}} \leq 1+\epsilon$ for all $i, j$.

A simple application of the Triangle Inequality now gives that $\left|\frac{s_{t, i}}{w_{t, i}}-\sum_{j} x_{j}\right| \leq \epsilon \sum_{j}\left|x_{j}\right|$, completing the proof.

The lemma gives bounds on the error in terms of the mixing speed of the Markov Chain, as measured in the $\|\cdot\|_{\infty}$ norm. Most analysis of Markov Chains is done in terms of the $\|\cdot\|_{2, \vec{\pi}}$ norm, or the total variation distance. For this reason, we give the discrete time analogue of Lemma (2.4.6) from [21], which relates $\|\cdot\|_{\infty}$ and $\|\cdot\|_{2, \pi}$ for reversible Markov Chains.

[^2]Lemma 3.6. Let $B$ be a stochastic matrix whose associated Markov Chain is ergodic and reversible, with stationary probability $\vec{\pi}$. Then, $\max _{i}\left\|\frac{\vec{e}_{i}^{T} B^{2 t}-\vec{\pi}^{T}}{\vec{\pi}}\right\|_{\infty} \leq\left(\max _{i}\left\|\frac{\vec{e}_{i}^{T} B^{t}-\vec{\pi}^{T}}{\vec{\pi}}\right\|_{2, \vec{\pi}}\right)^{2}$ for any $t$.

Proof. First, by substituting the definition of $\|\cdot\|_{\infty}$, and noticing that $\vec{\pi}^{T}=\vec{e}_{i}^{T} \overrightarrow{1} \vec{\pi}^{T}$, we can rewrite the quantity to be bounded as $\max _{i, j} \vec{e}_{i}^{T}\left(B^{2 t}-\overrightarrow{1} \vec{\pi}^{T}\right) \frac{\vec{e}_{j}}{\vec{\pi}}$. Then, it is easy to see that this quantity
 the second version is attained when only one coordinate of $\vec{x}$ is nonzero). This is, by definition, the operator norm $\left\|B^{2 t}-\overrightarrow{1} \vec{\pi}^{T}\right\|_{1, \vec{\pi} \rightarrow \infty}$.

Because $B$ (and hence $B^{t}$ ) is stochastic with stationary probability $\vec{\pi}$, we have that $\vec{\pi}^{T} \cdot B^{t}=\vec{\pi}^{T}$, and $B^{t} \cdot \overrightarrow{1}=\overrightarrow{1}$. Furthermore, the fact that $\vec{\pi}$ is a probability measure implies that $\vec{\pi}^{T} \overrightarrow{1}=1$, so we obtain that $B^{2 t}-\overrightarrow{1} \vec{\pi}^{T}=\left(B^{t}-\overrightarrow{1} \vec{\pi}^{T}\right)^{2}$. Now, the submultiplicativity of operator norms gives us that $\left\|B^{2 t}-\overrightarrow{1} \vec{\pi}^{T}\right\|_{1, \vec{\pi} \rightarrow \infty} \leq$ $\left\|B^{t}-\overrightarrow{1} \vec{\pi}^{T}\right\|_{1, \vec{\pi} \rightarrow 2, \vec{\pi}} \cdot\left\|B^{t}-\overrightarrow{1} \vec{\pi}^{T}\right\|_{2, \vec{\pi} \rightarrow \infty}$.

For ease of notation, we write $K=B^{t}-\overrightarrow{1} \vec{\pi}^{T}$. Because $B$ satisfies the detailed balance condition $\pi_{i} b_{i j}=\pi_{j} b_{j i}$ for all $i, j$, so does $B^{t}$ (which can be shown by a simple inductive proof). Therefore, $K$ also satisfies the detailed balance condition. Using the fact that $\|K\|_{1, \vec{\pi} \rightarrow 2, \vec{\pi}}=\max _{\|\vec{x}\|_{1, \vec{\pi}}=1,\|\vec{y}\|_{2, \vec{\pi}=1}} \sum_{i}(K \vec{x})_{i} y_{i} \pi_{i}$ (one direction of which is proved using the Cauchy-Schwartz Inequality, the other by appropriate choice of $\vec{x}$ and $\vec{y}$ ), the detailed balance property of $K$ yields $\|K\|_{1, \vec{\pi} \rightarrow 2, \vec{\pi}}=\|K\|_{2, \vec{\pi} \rightarrow \infty}$. Finally, $\|K\|_{1, \vec{\pi} \rightarrow 2, \vec{\pi}}=\max _{i}\left(\sum_{j} \frac{K_{i j}^{2}}{\pi_{j}}\right)^{1 / 2}=\max _{i}\left\|\frac{\vec{e}_{i}^{T} B^{t}-\vec{\pi}^{T}}{\vec{\pi}}\right\|_{2, \vec{\pi}}$, again by the detailed balanced condition.

By combining Lemma 3.5 and Lemma 3.6, we can prove Theorem 3.4.

Proof of Theorem 3.4. Given a desired approximation quality $\epsilon$, define $\epsilon^{\prime}=\frac{\epsilon}{(2+\epsilon)}$. By definition of the mixing time $\tau_{\text {mix }}$, the $\|\cdot\|_{2}$ distance at time $\tau_{\text {mix }}$ is at most $\left\|\vec{e}_{i}^{T} B^{\tau_{\text {mix }}}-\vec{\pi}^{T}\right\|_{2} \leq \frac{1}{2}$ for any $i$. Therefore, by a simple geometric convergence argument, at time $t=O\left(\log \frac{1}{\sqrt{\epsilon^{\prime}}} \tau_{\text {mix }}\right)=O\left(\log \frac{1}{\epsilon} \tau_{\text {mix }}\right)$, the error is at most $\left\|\vec{e}_{i}^{T} B^{t}-\vec{\pi}^{T}\right\|_{2} \leq \sqrt{\epsilon^{\prime}}$, for any $i$.
Lemma 3.6 now yields that $\max _{i}\left\|\frac{\vec{e}_{i}^{T} B^{2 t}-\vec{\pi}^{T}}{\vec{\pi}}\right\|_{\infty} \leq \epsilon^{\prime}=\frac{\epsilon}{2+\epsilon}$. For any node $i$ and each ( $r, c$ ) pair, Lemma 3.5 therefore shows that $\left|\frac{\left(S_{2 t, i}\right)_{r c}}{w_{2 t, i}}-\sum_{j} x_{j}\right| \leq \epsilon \cdot \sum_{j}\left|x_{j}\right|=\epsilon M_{r c}$. Hence, we can bound the Frobenius norm

$$
\left\|S_{2 t, i}-S\right\|_{F} \leq \sqrt{\sum_{r, c} \epsilon^{2} \sum_{j} M_{r c}^{2}}=\epsilon\|M\|_{F}
$$

completing the proof.

### 3.3 Detecting Convergence in Push-Sum

In our discussion thus far, we have glossed over the issue of termination by writing "Run Push-Sum until the error drops below $\epsilon$." We have yet to address the issue of how the nodes in the network know how many rounds to run. If the nodes knew $\tau_{\text {mix }}$, the problem would be easy - however, this would require knowledge and a detailed analysis of the graph topology, which we cannot assume nodes to possess.

Instead, we would like nodes to detect convergence to within error $\epsilon$ themselves. We show how to achieve this goal under the assumption that each node knows (a reasonable upper bound on) the diameter $\operatorname{diam}(G)$ of the graph $G$. In order to learn the diameter to within a factor of 2 , a node may simply initiate a BFS at the beginning of the computation, and add the length of the two longest paths found this way.

Assume now that nodes know an upper bound $d$ on the diameter, as well as a target upper bound $\epsilon$ on the relative error. For the purpose of error detection, the nodes, in addition to the matrices $S_{i}$ from before, compute the sum of the non-negative matrices $A_{i}$, with $\left(A_{i}\right)_{r c}=\left|\left(S_{i}\right)_{r c}\right|$. When the nodes want to test whether the error has dropped below $\epsilon$, they compute the values $a_{r c}^{\max }=\max _{i} \frac{\left(A_{i}\right)_{r c}}{w_{i}}, a_{r c}^{\min }=\min _{i} \frac{\left(A_{i}\right)_{r c}}{w_{i}}, s_{r c}^{\max }=\max _{i} \frac{\left(S_{i}\right)_{r c}}{w_{i}}$, and $s_{r c}^{\min }=\min _{i} \frac{\left(S_{i}\right)_{r c}}{w_{i}}$. (Notice that the maximum and minimum can be computed by using flooding, and only sending one value for each position $(r, c)$, as both operations are idempotent.) The nodes decide to stop if the values for all matrix positions $(r, c)$ satisfy $a_{r c}^{\min } \geq \frac{1}{1+\epsilon} a_{r c}^{\max }$, and $s_{r c}^{\max }-s_{r c}^{\min } \leq \frac{\epsilon}{1+\epsilon} a_{r c}^{\max }$. Otherwise, the nodes continue with Push-Sum.

We will show in Theorem 3.7 below that this rule essentially terminates when the maximum error is less than $\epsilon$. As the computation of the maximum and minimum takes time $\Theta(\operatorname{diam}(G))$, testing the error after each iteration would cause a slowdown by a multiplicative factor of $\Theta(\operatorname{diam}(G))$. However, the BFS need only be performed every $d$ steps, in which case at most an additional $d$ rounds are run, while the amortized cost is at most a constant factor. Whenever $d=\Theta(\operatorname{diam}(G))$, the overall effect is only a constant factor.

For our theorem below, we focus only on one matrix entry $(r, c)$, as taking the conjunction over all entries does not alter the problem. We let $x_{i}$ denote the value held by node $i$ before the first iteration, and write $s_{i}=\left(S_{i}\right)_{r c}$, and $a_{i}=\left(A_{i}\right)_{r c}$ for the entries at the time under consideration. We define $a^{\max }, a^{\min }, s^{\max }$, and $s^{\min }$ in the obvious way. In line with the error analysis above, we say that the error at node $i$ is bounded by $\epsilon$ if $\left|\frac{s_{i}}{w_{j}}-\sum_{j} x_{j}\right| \leq \epsilon \sum_{j}\left|x_{j}\right|$. The error is bounded by $\epsilon$ if it is bounded by $\epsilon$ at all nodes $i$.

## THEOREM 3.7. 1. When the computation stops, the error is

 at most $\epsilon$.2. After the number $t$ of steps specified in Lemma 3.5 to obtain error at most $\frac{\epsilon}{2(1+\epsilon)}$, the computation will stop.

Notice that there is a gap of $\frac{1}{2(1+\epsilon)}$ between the actual desired error and the error bound that ensures that the protocol will terminate. However, this is only a constant factor, so only a constant number of additional steps is required (after the actual error has dropped below $\epsilon$ ) until the nodes actually detect that it is time to terminate.

Proof. 1. When the computation stops, the stopping requirement ensures that

$$
\begin{align*}
a^{\min } & \geq \frac{1}{1+\epsilon} a^{\max }  \tag{1}\\
s^{\max }-s^{\min } & \leq \frac{\epsilon}{1+\epsilon} a^{\max } . \tag{2}
\end{align*}
$$

Because $\sum_{j} w_{j}=1$, we obtain that $\sum_{j} a_{j}=\sum_{j} w_{j} \frac{a_{j}}{w_{j}}$ is in fact a convex combination of $\frac{a_{j}}{w_{j}}$ terms, and in particular $a^{\text {min }} \leq \sum_{i} a_{i} \leq a^{\text {max }}$. A straightforward calculation using Inequality (1) now shows that $a^{\max } \leq \frac{1}{1+\epsilon} \cdot \sum_{j} a_{j}$.
Substituting this bound on $a^{\text {max }}$ into Inequality (2) gives us that $s^{\max }-s^{\min } \leq \epsilon \sum_{j} a_{j}$. The same convexity argument, applied this time to $\sum_{j} s_{j}$, as well as the facts that $\sum_{j} a_{j}=\sum_{j}\left|x_{j}\right|$ and $\sum_{j} s_{j}=\sum_{j} x_{j}$, now ensures that $\left|\frac{s_{i}}{w_{i}}-\sum_{j} x_{j}\right| \leq \epsilon \cdot \sum_{j}\left|x_{j}\right|$ for all nodes $i$, i.e. the desired error bound.
2. For the second part, we first apply Lemma 3.5, yielding for all nodes $i$ that

$$
\begin{align*}
\left|\frac{a_{i}}{w_{i}}-\sum_{j}\right| x_{j}| | & \leq \frac{\epsilon}{2(1+\epsilon)} \sum_{j}\left|x_{j}\right|  \tag{3}\\
\left|\frac{s_{i}}{w_{i}}-\sum_{j} x_{j}\right| & \leq \frac{\epsilon}{2(1+\epsilon)} \sum_{j}\left|x_{j}\right| \tag{4}
\end{align*}
$$

By the Triangle Inequality and the above convexity argument,

$$
a^{\max }-a^{\min } \leq 2 \frac{\epsilon}{2(1+\epsilon)} \sum_{j}\left|x_{j}\right| \leq \frac{\epsilon}{1+\epsilon} a^{\max }
$$

so the first stopping criterion is satisfied. Similarly,

$$
s^{\max }-s^{\min } \leq 2 \frac{\epsilon}{2(1+\epsilon)} \sum_{j}\left|x_{j}\right| \leq \frac{\epsilon}{1+\epsilon} a^{\max }
$$

so the second criterion is met as well, and the protocol will terminate.

## 4. CONCLUSIONS

In this paper, we have presented and analyzed a decentralized algorithm for the computation of a graph's spectral decomposition. The approach is based on a simple algorithm called Push-Sum for summing values held by nodes in a network [14].

We have presented a worst-case error analysis; one that is far more pessimistic than those performed in bounding the (similar) effects of floating point errors on numerical linear algebra algorithms. Nonetheless, our analysis shows that $t$ iterations of orthogonal iteration can be performed without central control in time $O\left(t^{2} \tau_{\text {mix }}\right)$, where $\tau_{\text {mix }}$ is the mixing time of any Markov Chain on the network under consideration.
We believe that our algorithm represents a starting point for a large class of distributed data mining algorithms, which leverage the structure and participants of the network. This suggests the more general question of which data mining services really need to be centralized. For example, Google's primary service is not the computation of Pagerank, but rather computing and serving a huge text reverse-index. Can such a task be decentralized, and can a web search system be designed without central control?

Above, we argue informally that one of the advantages of our algorithm is a greater protection of nodes' privacy. An exciting direction for future work is to investigate in what sense decentralized algorithms can give formal privacy guarantees.
The convergence of our algorithm depends on the mixing speed of the underlying Markov Chain. For a fixed network, different Markov Chains may have vastly different mixing speeds [4]. Boyd et al. [4] show how to compute the fastest mixing Markov Chain by using semi-definite programming; however, this approach requires knowledge of the entire network and is inherently centralized. An interesting open question is whether this fastest Markov Chain can be computed (approximately) in a decentralized way, perhaps by analyzing the eigenvectors. This would have applications to routing of concurrent flows (by removing bottlenecks), and allow the network to "self-diagnose" and speed up future invocations of our decentralized algorithm.

Another question related to self-diagnosis is the error estimate in the Push-Sum algorithm. At the moment, we assume that all nodes know the diameter, and can run an error estimation protocol after appropriately chosen intervals. Is there a decentralized stopping criterion that does not require knowledge of $\operatorname{diam}(G)$ or $n$ ?
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[^1]:    ${ }^{1}$ Recall that a Markov Chain is called reversible if it satisfies the detailed balance condition $\pi_{i} B_{i j}=\pi_{j} B_{j i}$ for all $i$ and $j$.
    ${ }^{2}$ A natural choice is the random walk on the underlying network, i.e. $b_{i j}=\frac{1}{\operatorname{deg}(i)}$. However, our results hold in greater generality, and the additional flexibility may be useful in practice when the random walk on the network itself does not mix well.

[^2]:    ${ }^{3}$ When we write a fraction of vectors, we mean the vector whose entries are the component-wise fractions.

