
Deep-Structured Hidden Conditional Random Fields for Phonetic Recognition 

Dong Yu and Li Deng 

Microsoft Research, One Microsoft Way, Redmond, WA, USA 
{dongyu, deng}@microsoft.com 

 
 

Abstract 
We extend our earlier work on deep-structured conditional 
random field (DCRF) and develop deep-structured hidden 
conditional random field (DHCRF).  We investigate the use of 
this new sequential deep-learning model for phonetic 
recognition. DHCRF is a hierarchical model in which the final 
layer is a hidden conditional random field (HCRF) and the 
intermediate layers are zero-th-order conditional random fields 
(CRFs). Parameter estimation and sequence inference in the 
DHCRF are developed in this work. They are carried out layer 
by layer so that the time complexity is linear to the number of 
layers. In the DHCRF, the training label is available only at 
the final layer and the state boundary is unknown. This 
difficulty is addressed by using unsupervised learning for the 
intermediate layers and lattice-based supervised learning for 
the final layer. Experiments on the standard TIMIT phone 
recognition task show small performance improvement of a 
three-layer DHCRF over a two-layer DHCRF; both are 
significantly better than the single-layer DHCRF and are 
superior to the discriminatively trained tri-phone hidden 
Markov model (HMM) using identical input features.  

 
Index Terms: hidden conditional random field, conditional 
random field, deep structure, phone recognition, TIMIT 

1. Introduction 
Recently there have been intense interests in applying deep 
structure models and deep learning techniques to automatic 
speech recognition (ASR) and natural language processing 
(NLP). Mohamed et al. [1][19] applied deep belief network 
(DBN) to the TIMIT phone recognition task. Deng et al. 
applied DBN to speech coding [20]. Prabhavalkar and Fosler-
Lussier [2] developed the multilayer conditional random fields 
(MCRFs) with back-propagation training and applied it to 
phone recognition. Yu et al. proposed the deep-structured 
conditional random fields (DCRFs) [17] and obtained better 
than the state-of-the-art results on the query labeling [4] tasks.  

In this paper, we extend our earlier work on DCRF to the 
deep-structured hidden conditional random fields (DHCRFs). 
DHCRF is a hierarchical model in which the final layer is a 
hidden conditional random field (HCRF) [5] and the 
intermediate layers are zero-th order conditional random fields 
(CRFs) that only exploit the observation features. In this work, 
parameter estimation and sequence inference in the DHCRF 
are developed, which are carried out in a layer-by-layer 
manner so that the time complexity is linear to the number of 
layers. In DHCRF the training label is available only at the 
final layer and the state boundary is unknown. We address 
these issues using unsupervised intermediate layer training and 
lattice-based supervised final layer training as will be 
described in detail in sections 2 and 3.  

HCRF [5][6] was first proposed by Gunawardana et al. for 
phonetic classification. It is a discriminative model that 
generalizes both the hidden Markov model (HMM) and the 

conditional random field (CRF). Similar to the linear-chain 
CRF, HCRF models the state sequence as being conditionally 
Markovian given the observation sequence. It differs from the 
linear-chain CRF in that the segmentations are considered 
irrelevant and are unavailable in the training phase. HCRF also 
differs from HMM, where the state sequence is assumed to be 
Markovian but each observation is assumed to be 
conditionally independent of all others given the state. HCRF 
has been successfully applied to phonetic classification 
[5][6][7][8] and phonetic recognition tasks [9]. 

The contribution of this work consists of two parts. First, 
we extend the HCRF and DCRF to DHCRF and propose 
associated learning algorithms. DHCRF has higher modeling 
capacity than HCRF as we will show in Section 4. Second, we 
use tri-phone state sequences in training the DHCRF instead of 
using the mono-phone sequences as used in [9] for the HCRF, 
and achieved recognition accuracies that are superior to the tri-
phone HMM systems using the identical features. 

We evaluated the DHCRF on the standard TIMIT phone 
recognition task. Experiments show that a three-layer DHCRF 
can improve the phone accuracy rate (PAR) by 0.3% absolute 
compared to a two-layer DHCRF, which significantly 
outperforms the one-layer DHCRF (e.g., HCRF). The three-
layer DHCRF is superior to the maximum mutual information 
estimation (MMIE) trained tri-phone HMM using the identical 
feature with 0.8% absolute PAR improvement. 

The rest of the paper is organized as follows. In Section 2 
we describe the structure of the DHCRF. In Section 3 we 
illustrate the strategy of learning the intermediate layers and 
the final layer of the DHCRF. We report experimental results 
in Section 4 and conclude the paper in Section 5. 

2. Formulation of the DHCRF 
The DHCRF developed and evaluated in this work is a 
hierarchical model as shown in Figure 1, where the final layer 
is an HCRF, and the intermediate layers are zero-th order 
CRFs that do not use state transition features. This decision 
was made following our earlier observation [4] that 
computational cost can be drastically reduced without 
significantly affecting recognition accuracy by using only the 
observation features in the intermediate layers. 

In DHCRF, the observation sequence ��at layer � consists 
of two parts: the preceding layer’s observation sequence ���� 
and the frame-level log marginal posterior probabilities 
log ��	


��������  computed from the preceding layer � − 1 , 
where 	


���  is the state value at layer � − 1 . We denote 
� = [��], � = 1, ⋯ , � as the raw observations at the first layer. 

Both parameter estimation and sequence inference in the 
DHCRF are carried out bottom-up layer by layer. The final 
layer’s state sequence conditional probability is 

�(�|��; ��)  
             = 1

�(��; ��) � ����(��)��(�, 	�, ��)�
��∈�

, (1)
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where ! is the total number of layers, (∙)� is the transposition 
of (∙) , �� = (���, ⋯ , ���)  is the observation sequence at the 
final layer, �  is the phoneme or word sequence, 	� =
(	��, ⋯ , 	��) is a hypothesized state sequence, �(�, 	�, ��) =
[#�(�, 	�, ��), ⋯ , #�(�, 	�, ��)]� is the feature vector at the 
final layer, �� = [$��, ⋯ , $��]� is the model parameter (weight 
vector), and �(��; ��) = ∑ ����(��)��(�, 	�, ��)��,��∈�  is 
the partition function (normalization factor) to ensure 
probabilities �(�|��; ��)  sum to one. Note that in the 
partition function, we have ruled out invalid sequences by 
summing over valid phoneme or word sequences only. 
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Figure 1: Structure of DHCRF. 

 
Different from the final layer, the state conditional 

probabilities at the intermediate layer � are simply 

��	�|��; ��� = 1
�(��; ��) ��� &�������	�, ���'. (2) 

This is different from (1) in two ways. First, transition 
features are not used in (2) and observation features ��	�, ��� 
can be simplified to *��	


�, �

��+
-�,⋯,�  which is defined in 

Section 3.1. Second, there is no summation over state 
sequences with all possible segmentations in (2).  

3. Learning in the DHCRF 
The training supervision of DHCRF is available only at the 
final layer and is directly determined by the problem to be 
solved. For example, in the phonetic recognition task, the 
phoneme sequence � is known at the final layer during the 
training phase. Parameter estimation at the final layer can thus 
be carried out in a supervised manner in the same way as 
explained in [5][6][7][9]. The supervision, however, is not 
available for the intermediate layers, which play the role of 
converting original observations to some intermediate abstract 
representations. For this reason, an unsupervised approach is 
needed to learn parameters in the intermediate layers. In this 
section, we will first describe the algorithms we recently 
developed to learn the intermediate representations. We then 
describe a lattice based algorithm to estimate the parameters in 
the final layer so that tri-phone models can be used.  

3.1. Learning the Intermediate Layers 

There are several approaches to learning the intermediate layer 
representations. For example, in the approach proposed in [3] 
we cast the intermediate layer learning problem into a multi-
objective programming (MOP) problem in which we minimize 
the average frame-level conditional entropy and maximize the 
state occupation entropy at the same time. Minimizing the 
average frame-level conditional entropy forces the 
intermediate layers to be sharp indicators of subclasses (or 
clusters) for each input vector, while maximizing the 
occupation entropy guarantees that the input vectors be 
represented distinctly by different intermediate states. The 
MOP optimization algorithm alternates the steps in optimizing 
these two contradictory criteria until no further improvement 
in the criteria is possible or the maximum number of iterations 
is reached. The proposed MOP-based approach has been 
shown to be effective in a language identification task 
involving seven language classes [3]. Unfortunately, the MOP 
optimization becomes difficult when the number of classes in 
the intermediate layers becomes higher as in the phone 
recognition task since it is hard to control when to switch to 
optimize the other criterion given the vastly increased 
probability of being trapped into a local optimum. 

In this study, we have adopted a simpler and more robust 
Gaussian mixture model (GMM) based algorithm. As 
discussed in Section 2, DHCRF is trained bottom-up layer by 
layer. Once a lower layer is trained, the parameters of that 
layer are fixed and the observation sequences of the next layer 
are generated using the newly trained lower-layer parameters. 
This process continues until all the layers are trained. 

To learn the parameters of an intermediate layer, we first 
train a single GMM with diagonal covariance initialized from 
the corresponding HMM model which are optimized using the 
Gaussian splitting strategy. We then assign 

	

� = argmax

/
!��


�; 0/
�, 2/

�� (3) 

as the state value to each observation frame �

�  at layer � by 

assuming each Gaussian component is a state, where 0/
�  and 

2/
�  are the mean and variance of the 3-th Gaussian component 

at layer �. We then learn the parameters of the CRF at layer � 
by maximizing the regularized log-conditional probability 

4����� = � � log � 5s6
(7),�|86

(7),�; ��9
67

− :��:�
<�

− :��:>
>

<>
, 

(4)

where ?  is the utterance ID, ‖. ‖�  is L1-norm to enforce 
sparseness of the parameters associated with each state value, 
‖. ‖>> is the square of L2-norm to give preference to smaller 
weights, and <�  and <>  are positive values to determine the 
importance of each regularization term. We have used the 
regularized dual averaging method [21] to solve this 
optimization problem with L1/L2 regularization terms. 

As mentioned in Section 1, transition features are not used 
in the intermediate layers. Instead, we use only the first- and 
second-order observation features  

��A
(B�)(	
, �
) = C(	
 = 	′)�
                      ∀	′ (5) 

��A
(B>)(	
, �
) = C(	
 = 	′)�
 ∘ �
              ∀	′ (6) 

where ∘ is element-wise product. We also attempted using the 
approach described in [10] to construct additional features 
(which amount to many higher orders) in our experiments but 
that did not give further accuracy improvement on the test set 
due to over-fitting. Using only the first- and second-order 
features provides a special benefit: We can initialize the CRF 
parameters by converting from the GMM (HMM) model 
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parameters using the procedure described in [5]. 

3.2. Learning the Final Layer 
The final layer of DHCRF is trained to optimize 

4>(�G) = � log ���(7)|�(7),�; �G�
7

− ‖��‖�
<�

− ‖��‖>>

<>
 

(7) 

in the supervised manner, where �(7) is the phoneme or word 
sequence label for the ? -th utterance without segmentation 
information. Following [5][6][7], in the final layer we use 

��"�I
(JB) (�, 	, �) = 

         [C(�/�� = �")C(�/ = �′)]K-�,⋯,L            ∀�"�A 
(8) 

��"�A
(�M)(�, 	, �) = 

         [C(	
�� = 	")C(	
 = 	′)]6-�,⋯,N                ∀	", 	′ (9) 

��A
(B�)(�, 	, �) = [C(	
 = 	′)�
]6-�,⋯,N              ∀	′ (10) 

��A
(B>)(�, 	, �) = [C(	
 = 	′)�
 ∘ �
]6-�,⋯,N      ∀	′ (11) 

as features, where C(�) = 1  if �  is true, and C(�) = 0 
otherwise. ��"�I

(JB) (�, 	, �)  are bi-gram language model (LM) 
features in which each phoneme or word sequence �  is 
consisted of I phonemes or words, ��"�A

(�M)(�, 	, �)  are state 
transition features, and ��A

(B�)(�, 	, �)  and #�A
(B>)(�, 	, �)  are 

the first- and second-order statistics generated from the 
observations, respectively. 

We have the freedom of selecting the phone units for the 
final layer. For example, in [5][6][7][8]  mono-phone units are 
used and each mono-phone is further split into three states 
with 144 total number of states for 48 mono-phones mapped 
from 61 raw phone-like units defined in TIMIT. However, as 
demonstrated in [8], the best phone accuracy rate achieved 
with an HCRF with mono-phone units is 71.7%, which is 
significantly lower than 73.0% that is achievable with a tri-
phone HMM trained using the maximum likelihood criterion. 

In this study we have chosen to use three-state tri-phone 
units: Each phone sequence is first converted into the 
corresponding tri-phone state sequence (without segmentation 
information) before it is used as the supervision to train the 
final layer.  

Using tri-phone units significantly increases the total 
number of classes at the final layer and hence the 
computational cost needed to train the model parameters. For 
this reason, we have adopted the strategy used in HMM MMIE 
training [15] to approximate the partition function. In this 
strategy, we first train a three-state tri-phone HMM system 
and generate a rich lattice (denoted by L) for each utterance in 
the training set using the HMM system. We then approximate 
the partition function using the lattice as 

�(��; ��) = � ����(��)��(�, 	�, ��)�
�,��∈�

 

≅ � ����(��)��(�, 	�, ��)�
��∈J

. 
(12) 

Summation over �, 	� ∈ �  can be simplified to the 
summation over 	� ∈ Q  since the lattice contains the most 
probable state sequences of the most probable words. 

The model parameters in the final layer are initialized by 
the state sequence generated from forced alignment using the 
HMM system. Since the segmentation information is given in 
the state-level alignment, the HCRF is reduced to a CRF and 
the model parameter estimation problem becomes convex. The 
parameters are then fine-tuned by optimizing criterion 4>  in 

Eq. (7). This strategy not only greatly improves the efficacy of 
the training but also provides a good initialization point for the 
subsequent HCRF training.  One downside of the strategy is 
that the tri-phone state units used in the HCRF model have to 
be the same as that used in the HMM and the optimized 
criterion is just an estimate of the true objective function.  

After all layers are trained greedily layer by layer, the 
parameters are jointly fine-tuned following [17]. 

4. Empirical Evaluation 
We evaluated the DHCRF model on the TIMIT phonetic 
recognition task. Different from the phonetic classification 
task [5][6][7] for which the HCRF has been successfully 
applied in the past, the boundaries of segments are unknown in 
the phonetic recognition task. We followed the standard 
practice [12] of mapping the 61 TIMIT phones into 48 phones 
for model training, and of collapsing the 48 phones to 39 
phones for evaluation. The training stopping point was 
determined using the MIT development set [11]. The best 
model parameters discovered were then used to evaluate the 
core test set. The training, development, and evaluation sets 
contain 3696, 400, and 192 utterances or 142,910, 15,334, and 
7,333 phone-like units, spoken by 462, 50, and 24 speakers, 
respectively.  

The 39-dimensional acoustic observations used in the 
experiments contain the 13-dimensional Mel-frequency 
cepstral coefficient (MFCC) and its first and second 
derivatives. Each dimension of the observation is then 
normalized to follow a zero-mean unit-variance Gaussian 
distribution. Although normalization should not affect the 
training result in theory, it has been shown to be effective 
since it eliminates the requirement to tune optimization 
parameters (e.g., minimum step size) for different dimensions 
[7][10]. The RPROP [13] algorithm modified with the 
regularized dual averaging method [21] is used to train each 
layer of the DHCRF models in this study.  

The model estimation problem of the DHCRF is non-
convex and so proper initialization is crucial. In our 
experiments all layers are initialized from the three-state left-
to-right tri-phone HMM system trained with maximum 
likelihood (ML) criterion. The total number of logical tri-
phones in the HMM system is 105,986, which are mapped to 
3,114 tied physical tri-phones with a total of 916 senones. 
Each senone has 16 Gaussian components. This same ML 
trained HMM system is also used as the initialization point for 
the MMIE trained HMM system and as the basis to generate 
the state-level alignments and the lattices used for the DHCRF 
training as explained in Section 3. 

Table 1 shows the phone accuracy rate (PAR) on the 
TIMIT phonetic recognition task using different models. In the 
DHCRF (1-layer) setup, there is no intermediate layer. The 
acoustic observation is directly mapped to 916 states (senones 
in the HMM system) at the final and single layer. In the 
DHCRF (2-layer) setup there is one intermediate (hidden) 
layer which has 916 × 16 = 14656 states to be comparable to 
the HMM system. In the DHCRF (3-layer) setup, we added a 
second intermediate layer with 916 states. The sparseness 
constraint is enforced in the 2- and 3-layer setting so that the 
total number of parameters is close to that used in the HMM 
system. In all the results reported here, we did not concatenate 
the raw observation features in the higher layers since we 
observed over-fitting effect by doing so. 

From Table 1 we observe that the baseline ML and MMIE 
trained tri-phone HMM with the same feature achieved 73.0% 
and 73.3% PAR respectively on the TIMIT phonetic 
recognition task. These results are better than the MMIE result 
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reported in [15] and large-margin HMM result reported in [16] 
but worse than 80%, the by far best result on this task, 
reported in [14] which used a series of highly complex feature 
processing, speaker adaptation, and discriminative training 
techniques. 

With one-layer DHCRF we can only achieve 71.2% PAR 
on the core test set. By adding the second layer we 
significantly improve the PAR to 73.8%. By using a 3-layer 
DHCRF, we obtain additional but small PAR improvement of 
0.3%. The performance saturated with a 4-layer DHCRF. We 
believe it saturates at the 4th layer instead of higher layers as in 
[1] because it makes a 1-of-N soft decision at each layer and 
thus has low representation power. Overall, the 3-layer 
DHCRF outperforms the MMIE trained HMM system by 
0.8% PAR and performs significantly better than the MCRF 
reported in [2]. The 0.3% gain on the core test set is 
statistically significant at significance level of 5%.  

Table 1: Phone accuracy rate comparisons on the core 
test set for the TIMIT phonetic recognition task  

Model DEV (%) TEST (%) 
HMM-ML 74.6 73.0 
HMM-MMIE 74.7 73.3 
DHCRF (1-layer) 72.8 71.2 
DHCRF (2-layers) 75.4 73.8 
DHCRF (3-layers) 75.5 74.1 

5. Conclusions 
We have developed and reported the DHCRF, a hierarchical 
model in which the final layer is an HCRF and the 
intermediate layers are zero-th order CRFs. It combines the 
power of sequential labeling at the final layer and the feature 
extraction and normalization at the intermediate layers. One 
key issue for DHCRF is the availability of training supervision 
information at only the final layer. We provide a solution to 
this difficulty by learning the final layer and intermediate 
layers in supervised and unsupervised manners, respectively. 
The model has been evaluated on the TIMIT phonetic 
recognition task and moderate PAR improvement has been 
observed against the MMIE trained HMM model.  

In the current study, we have only used single frame as the 
features to be comparable to the HMM systems. We believe 
the recognition accuracy can be further improved when 
multiple frames are used or additional features are introduced 
as indicated in [1][18]. 
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