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Abstract
We consider the problem of inferring the implicit distribution specified by a probabilistic program. A popular inference technique for probabilistic programs called Markov Chain Monte Carlo or MCMC sampling involves running the program repeatedly and generating sample values by perturbing values produced in “previous runs”. This simulates a Markov chain whose stationary distribution is the distribution specified by the probabilistic program.

However, it is non-trivial to implement MCMC sampling for probabilistic programs since each variable could be updated at multiple program points. In such cases, it is unclear which values from the “previous run” should be used to generate samples for the “current run”.

We present an algorithm to solve this problem for the general case and formally prove that the algorithm is correct. Our algorithm handles variables that are updated multiple times along the same path, updated along different paths in a conditional statement, or repeatedly updated inside loops. We have implemented our algorithm in a tool called Infer\(^\check{}\). We empirically demonstrate that Infer\(^\check{}\) produces the correct result for various benchmarks, whereas existing tools such as R2 and Stan produce incorrect results on several of these benchmarks.
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1 Introduction
Recent years have seen a wide variety of languages for writing probabilistic programs, as well as tools and techniques for performing inference over these programs [7, 8, 14, 16, 21, 22, 24]. One of the main advantages of probabilistic programming is that it allows developers who are familiar with programming language notation, but unfamiliar with machine learning, to focus on the specification of the probabilistic model, and not worry about how to implement inference algorithms over the model. Probabilistic programming tools are able to automatically generate inference code from specifications written as probabilistic programs, thus reducing the degree of expertise required to implement a machine learning algorithm.

We focus on sampling-based inference, in particular, Metropolis-Hastings (MH) based sampling algorithms [3] for probabilistic programming languages. MH based sampling involves execution of the input program with the characteristic that the sample generated at the “current run” depends on the sample generated during the “previous run”.
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In a probabilistic program, a variable can be assigned values more than once in a single path or assigned values along different paths, and it is unclear what “previous value” to use in generating a “current value” of the variable. For existing probabilistic programming tools such as R2 [22] and Stan [12], the notion of “previous value” used is incorrect (we give examples and more details later), and therefore these tools can produce incorrect results.

In this paper, we precisely define a sample drawn from the distribution represented by the program by specifying a big-step operational semantics for probabilistic programs. We show that this operational semantics is equivalent to the widely accepted denotational semantics of probabilistic programs [17].

Based on this notion of a sample, we then propose a simple MH algorithm for probabilistic programs where a variable can be updated at multiple program points. Our main insight is to track the ordered list of values that a variable gets assigned during a run, together with the distributions that were used to generate these values. We present a procedure to make use of values from such a list generated during a “previous run” to generate samples for the “current run”, as well as calculate the quantities (such as acceptance ratio) that are needed for MH sampling. Complications arise because each run of the program can follow different paths with potentially different number of probabilistic assignments to a variable along each path resulting in lists of different lengths across different runs. Our algorithm handles all such cases.

We have implemented our algorithm in a tool called Infer✓, and compare it with existing probabilistic programming tools such as R2 and Stan. We prove formally that our algorithm correctly implements MH for probabilistic programs. We also demonstrate cases where existing tools produce incorrect results, whereas our algorithm produces correct results in all cases.

2 Overview

In this section, we first introduce probabilistic programs with an example, and then motivate our algorithm by describing the complications that arise while performing correct MH sampling-based inference for probabilistic programs.

Consider the probabilistic program in Figure 1 that is defined over two Boolean variables x and y. The program tosses two fair coins (modeled by calls to Bernoulli(0.5)) in lines 2 and 3, and assigns the outcomes to the variables x and y respectively. The observe statement observe(x || y) in line 4 blocks all executions of the program that do not satisfy the Boolean expression (x || y). The meaning of this program is the distribution over its return expression (which is the tuple (x,y) conditioned by permitted executions of the program). This distribution is: $Pr(x = \text{false}, y = \text{false}) = 0$, and $Pr(x = \text{false}, y = \text{true}) = Pr(x = \text{true}, y = \text{false}) = Pr(x = \text{true}, y = \text{true}) = 1/3$.

Inference. Probabilistic inference is the task of determining the distribution implicitly specified by a probabilistic program. Inference can be performed by executing the program several times and averaging over the resulting samples. To do this efficiently, many probabilistic programming tools [8,12,22] employ Markov Chain Monte Carlo (MCMC) sampling algorithms [19] and their variants.

To make this paper self-contained, we give a brief overview of the most basic form of an MCMC algorithm which is the Metropolis-Hastings (MH) algorithm [19]. The MH algorithm takes a target probability distribution $T(\bar{x})$ as input, and returns samples that are distributed
according to this distribution by performing the following steps:

1. First, a proposal distribution $Q(v_{old} \rightarrow v_{new})$ is used to pick a new value $v_{new}$ for the variable $\bar{x}$ by appropriately perturbing its old value $v_{old}$.

2. Next, a parameter $\beta$ called the acceptance ratio is computed. It is used to decide whether to accept or reject the new sampled value $v_{new}$ for $\bar{x}$, and is defined as follows:
   \[
   \beta = \min \left\{ 1, \frac{T(v_{new}) \times Q(v_{new} \rightarrow v_{old})}{T(v_{old}) \times Q(v_{old} \rightarrow v_{new})} \right\}
   \]

3. The sample is accepted if a random draw from a Bernoulli distribution with mean $\beta$ (1 occurs with probability $\beta$ and 0 occurs with probability $1 - \beta$) results in a 1, otherwise it is rejected.

The MH algorithm executes the above steps iteratively to generate samples.

A probabilistic program $P$ denotes a target distribution $T$ implicitly (see Section 3 for a formal definition of the target distribution denoted by a probabilistic program).

In order to perform MH sampling on a probabilistic program, we need to run the program $P$ which results in the state being constructed incrementally, as $P$ executes along a path. Along the path, the program encounters several probabilistic assignments to variables, and to generate a new value for each variable, we require the corresponding old value of the variable from the previous run of the program. Such an association between old and new values is easy if each variable is assigned only once, or if the program is a single path without branches or loops.

However, associating old values with new values is non-trivial for the general case. If the program has branches or loops, the previous value corresponding to a probabilistic assignment may come from an assignment in a different branch than the one currently being executed. Also, different branches may generate samples for the same variable from different distributions. Alternatively, a variable may have been assigned multiple times during execution of the previous run, and it is sometimes unclear which of these values is to be used to generate values for the current run. So, care must be taken to compute the MH acceptance ratio correctly. Due to these reasons, implementing the above 3 steps of the MH algorithm for a probabilistic program is non-trivial.

We illustrate the difficulties with implementing a correct sampling algorithm via the following examples.

**Example 1 (mixtures).** Consider the probabilistic program shown in Figure 2(a). The program is defined over two variables $x$ and $y$. The variable $y$ is drawn from a mixture of a Gaussian distribution and a Gamma distribution (specified by the if-then-else statement in lines 3–6), whereas the variable $x$ is drawn from another Gaussian distribution (line 2), and determines the mixture proportion.

Suppose we perform MH sampling for this example. Assume that during run $n$, the program follows the path 1, 2, 3, 4, 7. That is, $x$ was assigned a value greater than 0, say 0.1, and the “then” branch of the conditional statement was taken, and $y$ was assigned a value say 9.6 from the distribution $\text{Gaussian}(10, 2)$.

Next, we consider how to execute run $n + 1$ using MH sampling. During run $n + 1$, at line 2, in order to generate a current value for $x$, we need to propose a value for $x$ using a proposal distribution $Q_x$ centered around the old value of $x$, namely 0.1, and calculate the parameter $\beta_x$ as the ratio described earlier. Now suppose the current value of $x$ so chosen is $-0.05$ which is less than 0, then the “else” branch is taken, and we need to produce a current value for $y$. 
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1: double x, y;
2: x ~ Gaussian(0, 1);
3: if (x > 0) then
4: y ~ Gaussian(10, 2);
5: else
6: y ~ Gamma(3, 3);
7: return y;

(a) (b)

(c) (d)

Figure 2 A probabilistic program for a mixture model together with inference results.

How should we now generate the current value for y? Prior work such as [29] use the value of y from the most recent run which took the “else” branch, say run \(n-3\) (assuming runs \(n-2\) and \(n-1\) took the “then” branch) and use that value to generate the current value of y. The probabilistic programming tools R2 [22] and Stan [12] follow the same algorithm. However, if a value from a run other than the previously accepted run is used, then this would result in the algorithm converging to the incorrect distribution. This is shown in the plots in Figure 2. Plot 2(b) depicts the distribution inferred by R2 for the program in Figure 2(a), and plot 2(c) shows the distribution computed by Stan for the same program. The density function of the correct distribution for this example is shown by the line graph labelled Actual in each of the plots in Figure 2.

Example 2 (loop). Consider the probabilistic program for a hierarchical model shown in Figure 3(a). The loop in lines 4–7 constructs a series of Gaussian distributions with the final answer also being a Gaussian distribution (shown by the line graphs labelled Actual in the plots of Figure 3). The variable x is assigned 11 times during an execution of the program.

Tools like R2 and Stan use the last value that x was assigned in the previous run to generate each of the 11 values in the current run. So, these tools produce incorrect results as shown by the density histogram plots 3(b) and 3(c), respectively. To perform MH sampling correctly, it is necessary to record each of the 11 values generated for x and use the corresponding previous value to propose a new value in the current run.

In addition to keeping track of previous values correctly, it is also important to record the distributions in the corresponding sampling statements whose execution generated those values. This is necessary so that the density of the previous value may be computed w.r.t. the correct target distribution while computing the acceptance ratio.

Algorithm. Motivated by the above examples, we desire to come up with an algorithm which correctly chooses the appropriate value from the previous run to be used to propose values for the current run, and computes the correct acceptance ratio in all possible scenarios.

Our sampling algorithm, called Infer✓, is based on a sampling-based operational
1: double x;
2: int i = 0;
3: x ~ Gaussian(0, 1);
4: while (i < 10) do {
5:   x ~ Gaussian(x, 3);
6:   i = i+1;
7: }
8: return x;

![Figure 3](image)

Figure 3 A probabilistic program for a hierarchical model together with inference results.

semantics for probabilistic programs that specifies the meaning of a sample by clearly setting out all the values generated in an execution that would need to be tracked. The operational semantics also specifies how to compute the probability density for the sample generated in an execution so that the MH acceptance ratio may be computed correctly. In addition, Infer uses samples from only the previously accepted run to propose new values in the current run. We also prove that by doing this, Infer computes the correct distribution specified by any input probabilistic program. We informally describe the main ideas behind the algorithm next. A more complete and formal description is given in Sections 3 and 4.

Infer uses a list for each variable in the program to keep track of the probabilistic assignments to that variable during a single run of the program (as opposed to the standard variable to value mapping). Each element of the list is a pair whose first element is the value generated for the corresponding variable when a sampling statement was encountered during the execution of the program. The second element of the pair is used to store information about the distribution used in the sampling statement and its parameters. This information about distributions is stored in order to compute the MH acceptance ratio correctly.

Specifically, Infer maintains two lists for each sampled variable $x$ in the program:

1. The first list $l_{pre}$ is used to store the samples generated for $x$ together with the distribution information at the corresponding sampling statement executed in the most recent run which produced a sample that was accepted. The values in this list are used to propose new values for $x$. The distribution information is used to update the MH acceptance ratio.

2. The second list $l_{cur}$ is used to store the samples produced for $x$ paired with the distribution information at the corresponding sampling statement executed in the current run of the program. When a sample is accepted, $l_{pre}$ is assigned the value of $l_{cur}$. Otherwise, $l_{cur}$ is discarded, and constructed again as the program is executed and new values are proposed for $x$.

We now informally show how Infer correctly works for the previous examples.
Example 1 (mixtures). For the program in Figure 2(a), the variables \( x \) and \( y \) are sampled only once in every run of the program. Therefore, the \( l_{\text{pre}} \) and \( l_{\text{cur}} \) lists for both \( x \) and \( y \) will each contain one element at the end of every run. The sample value in the \( l_{\text{pre}} \) and \( l_{\text{cur}} \) lists for \( x \) is produced by the execution of the probabilistic assignment statement in line 2. The distribution information for \( x \) would note that the distribution at line 2 is a standard Gaussian distribution.

On the other hand, the sample value and distribution information in the \( l_{\text{pre}} \) and \( l_{\text{cur}} \) lists for \( y \) can be generated either by executing line 4 (if the “then” branch is taken) or line 6 (if the “else” branch is taken). This ensures that correct previous values are used to propose new values of \( y \) even when different branches are taken in different runs of the program.

Storing the distribution information also enables the computation of the density of the previous sample w.r.t. to the correct target distribution which is needed for calculating the MH acceptance ratio. By doing this, Infer\( \star \) is able to produce the correct answer as shown by the plot in Figure 2(d).

Example 2 (loop). The program in Figure 3(a) contains one random variable \( x \) which is sampled 11 times during an execution (one at line 3 and ten at line 5). Thus, the \( l_{\text{pre}} \) and \( l_{\text{cur}} \) lists for \( x \) will each contain 11 elements at the end of every run.

The first value in \( l_{\text{pre}} \) is generated by the probabilistic assignment statement in line 3 in the previous run. This value is used to propose a new value for \( x \) when line 3 is executed in the current run. This new proposed value is added as the first element of the first pair in the list \( l_{\text{cur}} \) for \( x \). The corresponding distribution information in both the lists specifies that the target is the standard Gaussian distribution.

Similarly, the other 10 values in \( l_{\text{pre}} \) come from the execution of the probabilistic assignment statement in line 5 during the iterations of the while loop in the previous run, and are used to propose a new value for \( x \) when line 5 is executed in the corresponding iteration in the current run. Each proposed value for \( x \) is added to the list \( l_{\text{cur}} \) as the first element of the corresponding pair. The distribution information for each of these pairs in both lists specifies that the target distribution is a Gaussian distribution whose mean is the value of \( x \) before line 5 is executed in that iteration and whose standard deviation is 3.

As noted earlier, the distribution information is used to compute the density of the previous samples w.r.t. to the correct target distribution to enable the correct computation of the MH acceptance ratio. Infer\( \star \) computes the correct distribution for this example also as can be seen in the plot 3(d).

Notice that we only maintain the sequence of values generated for a variable during an execution. It is not necessary to keep track of the program points which produced these values. Also, note that different runs of the program may produce lists of different lengths for a particular variable, since different runs can follow different paths in the program.

If the list \( l_{\text{pre}} \) for a given variable \( x \) has fewer elements than those needed to produce values for the current run, then, for the extra samples that are produced in the current run, the algorithm resorts to Metropolis independent sampling [10, 18, 27]. It is a modification to the MH algorithm in which the proposal distribution is independent of the previous sample value. The MH acceptance ratio is also updated appropriately.

On the other hand, if the list \( l_{\text{pre}} \) for a given variable \( x \) has more elements than those needed to produce values for the current run, then, the extra values in \( l_{\text{pre}} \) are used to produce some adjustments in the MH acceptance ratio \( \beta \). These details are explained in Section 4.
\[ x \in \text{Vars} \]

- **uop** ::= \ldots 
  - **bop** ::= \ldots 
  - \( \varphi, \psi \) ::= \ldots 
  - \( \mathcal{E} \) ::= expressions
    - \( z \) variable
    - \( c \) constant
    - \( \mathcal{E}_1 \) bop \( \mathcal{E}_2 \) binary operation
    - \( \text{uop} \) unary operation
  - \( S \) ::= statements
    - skip
    - \( x = \mathcal{E} \) deterministic assignment
    - \( x \sim \text{Dist}(\theta) \) probabilistic assignment
    - observe(\( \varphi \))
  - \( \mathcal{P} \) ::= \( \mathcal{S} \) return \((\mathcal{E}_1, \ldots, \mathcal{E}_n)\) program

\[ (\mathcal{S}) \in (\Sigma \rightarrow [0,1]) \rightarrow \Sigma \rightarrow [0,1] \]

- Unnormalized Semantics for Statements
  \[ [\text{skip}] (f)(\sigma) := f(\sigma) \]
  \[ [x = \mathcal{E}] (f)(\sigma) := f(\sigma[x \leftarrow \sigma(\mathcal{E})]) \]
  \[ [x \sim \text{Dist}(\theta)] (f)(\sigma) := \int_{v \in \text{Val}} \text{Dist}(\sigma(\theta))(v) \times f(\sigma[x \leftarrow v]) \ dv \]
  \[ [\text{observe}(\varphi)] (f)(\sigma) := \begin{cases} f(\sigma) & \text{if } \sigma(\varphi) = \text{true} \\ 0 & \text{otherwise} \end{cases} \]
  \[ [\text{if } \mathcal{E} \text{ then } \mathcal{S}_1 \text{ else } \mathcal{S}_2] (f)(\sigma) := \begin{cases} \cdot [\mathcal{S}_1] (f)(\sigma) & \text{if } \sigma(\mathcal{E}) = \text{true} \\ \cdot [\mathcal{S}_2] (f)(\sigma) & \text{otherwise} \end{cases} \]
  \[ [\text{while } \mathcal{E} \text{ do } \mathcal{S}] (f)(\sigma) := \sup_{n \geq 0} \left[ \text{while } \mathcal{E} \text{ do } \mathcal{S} \right] (f)(\sigma) \text{ where} \]
  \[ \text{while } \mathcal{E} \text{ do } \mathcal{S} = \text{observe}(\text{false}) \]
  \[ \text{while } \mathcal{E} \text{ do } \mathcal{S} = \text{if } \mathcal{E} \text{ then } (\mathcal{S}; \text{while } \mathcal{E} \text{ do } \mathcal{S}) \text{ else } (\text{skip}) \]

- Normalized Semantics for Programs
  \[ [\mathcal{S} \text{ return } (\mathcal{E}_1, \ldots, \mathcal{E}_n)] (f) := \frac{[\mathcal{S}](\lambda \sigma. f(\sigma(\mathcal{E}_1)), \ldots, \sigma(\mathcal{E}_n))(\bot)}{[\mathcal{S}](\lambda \sigma. 1)(\bot)} \]
  where \( \bot \) denotes the default initial state.

\[ \text{Figure 4} \text{ Syntax of Prob.} \]

\[ \text{Figure 5} \text{ Denotational Semantics of Prob.} \]

## 3 Probabilistic Programs

We consider a probabilistic programming language called **Prob** [13] whose syntax is formally described in Figure 4. A **Prob** program consists of statements and a return expression. Variables have base types such as bool, int, float and double, and expressions include variables, constants, binary and unary operations. Statements include primitive statements (skip, deterministic assignment, probabilistic assignment, observe) and composite statements (sequential composition, conditionals and loops). Features such as arrays, pointers, structures and function calls can be incorporated in the language, but for the sake of brevity, we omit these features from the core language.

A popular choice of the specification of formal semantics of probabilistic programs is the denotational semantics introduced by Kozen in [17]. This is summarized in Figure 5. The denotational semantics specifies the meaning of a probabilistic program by defining the joint distribution over the output state of the program, where a state \( \sigma \) of a program is a partial valuation of all its variables. The set of all states (possibly infinite) is denoted by \( \Sigma \).

However, in order to design an MCMC algorithm, we need to have a distribution over program executions. To this end, we introduce a big-step operational semantics for **Prob**. The operational semantics defines the probability density of a sample. It is interesting to note here that each sample (a sequence of program states) uniquely determines a program...
execution. We will also assume that all program executions terminate with probability 1.

The operational semantics thus gives rise to a distribution over these program executions. From this distribution, the distribution over the output state can be derived by marginalizing out the intermediate values. We also show that this distribution is the same as that defined by the denotational semantics.

**Sampling-based Operational Semantics.** We now inductively define the sampling-based operational semantics of PROB in Figure 6, which will form the basis of our MH-based sampling algorithm presented in Section 4.

The relation \((S, \sigma) \xrightarrow{\psi} (p, \sigma')\) intuitively means that if we run the program statement \(S\) with initial state \(\sigma\), it may internally draw a sample \(s \in \mathbb{S}\) from the associated distributions and terminate with output state \(\sigma'\), with probability density \(p\). Here the sample space \(\mathbb{S}\) is defined as \(\Gamma \rightarrow \text{List}(\text{Val})\) with \(\Gamma\) the set of variables and \(\text{Val} = \mathbb{Z} \cup \mathbb{R}\). Notice that, as explained earlier, a sample consists of a list of values associated with each random variable.

All rules of the sampling-based operational semantics are standard except for probabilistic assignment, observe, and sequential composition statements. The probabilistic assignment statement draws a sample \(v\) from the given distribution with the associated density \(p\) and sets the variable \(x\) to \(v\). The observe statement proceeds only when the given condition \(\varphi\) is met. The sequential composition executes the sub-statements in order, and then multiplies the associated densities and concatenates the generated samples.

### 4 Algorithm

Given a program \(P\) written in PROB, and \(\kappa\) (the number of samples to be generated) as input, INFER\(^\ast\) (shown in Algorithm 1) returns a sequence of samples from the distribution specified by \(P\). Note that the parameter \(\kappa\) controls the accuracy of the algorithm—the greater the number of samples generated by the algorithm, the better is the approximation to the actual distribution specified by \(P\). INFER\(^\ast\) uses standard ideas from MH sampling, which were reviewed in Section 2. The program \(P\) is executed for \(\kappa\) times, and every execution produces a sample (as defined by the operational semantics), and a value \(\beta\) which determines whether the sample will be accepted or rejected.

In line 1 of Algorithm 1, INFER\(^\ast\) initializes variables \(\Theta\) and \(\Theta_{\text{acc}}\). The list \(\Theta\) is initialized to an empty list, and is used to store the values of the return expression at the end of each accepted run of the program. The map \(\Theta_{\text{acc}}\) is used to store the most recently accepted sample and is initialized to the empty map. \(\Theta_{\text{acc}}\) maps each sampled variable to a list of pairs

<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(skip, \sigma) \xrightarrow{\psi} (1, \sigma)</td>
<td>(x = E, \sigma) \xrightarrow{\psi} (1, \sigma[x \leftarrow \sigma(E)])</td>
</tr>
<tr>
<td>(v \in \text{Val})</td>
<td>(p = \text{Dist}(\sigma(\emptyset))(v) &gt; 0)</td>
</tr>
<tr>
<td>(x \sim \text{Dist}(\emptyset)(v))</td>
<td>((\sigma(\emptyset))(v) &gt; 0)</td>
</tr>
<tr>
<td>(\sigma(E) = \text{true})</td>
<td>((S_1; S_2, \sigma) \xrightarrow{\psi} (p_1, \sigma_1))</td>
</tr>
<tr>
<td>(\sigma(E) = \text{false})</td>
<td>((\text{if } E \text{ then } S_1 \text{ else } S_2, \sigma) \xrightarrow{\psi} (p_2, \sigma_2))</td>
</tr>
</tbody>
</table>

where \(\epsilon = \lambda u.[]\), \(x \mapsto [v] = \lambda u.\text{if } u = x \text{ then } [v] \text{ else } []\), \(s_1 \cdot s_2 = \lambda u.\text{if } u \in s_1 \text{ then } [\cdot] \text{ else } s_2(u)\), and \(\cdot\) denotes list concatenation

**Figure 6** Sampling-based operational semantics of PROB.
The recursive procedure

Algorithm 1 \textsc{Infer$^\prime$}($\mathcal{P}, \kappa$)

\textbf{Input:} A \textsc{Prob} program $\mathcal{P}$, and $\kappa$, the number of samples to be generated.
\textbf{Output:} Samples from the distribution specified by $\mathcal{P}$.

1: $\Omega := [], \Theta_{\text{ACC}} := \epsilon$
2: for $i = 1$ to $\kappa$
3: $\beta := 1.0, \Theta_{\text{PRE}} := \Theta_{\text{ACC}}, \Theta := \epsilon$
4: $\sigma := \bot, \text{ret} := ()$
5: $\mathcal{S}$ return($\xi_1, \ldots, \xi_n$) := $\mathcal{P}$
6: $(\sigma, \beta, \Theta_{\text{PRE}}, \Theta) := \text{Eval}(\mathcal{S}, \sigma, \beta, \Theta_{\text{PRE}}, \Theta)$
7: $\text{ret} := (\sigma(\xi_1), \ldots, \sigma(\xi_n))$
8: for $x$ in $\Gamma$ do
9: while $\Theta_{\text{PRE}}(x) \neq []$ do
10: $(\text{v}_\text{PRE}, \Delta_{\text{PRE}}) := \text{Head}(\Theta_{\text{PRE}}(x))$
11: $\Theta_{\text{PRE}}(x) := \text{Tail}(\Theta_{\text{PRE}}(x))$
12: $\beta := \beta \times \text{Prior}(\Delta_{\text{PRE}}(\text{v}_\text{PRE}))$
13: end while
14: end for
15: if \text{ret} $\neq ()$ \& ($\Omega = []$ \& $\beta \geq 1$ \& $\text{Bernoulli}(\beta)$) then
16: $\Omega := \text{ret} :: \Omega$
17: $\Theta_{\text{ACC}} := \Theta$
18: else
19: if $\Omega \neq []$ then $\Omega := \text{Head}(\Omega) :: \Omega$ endif
20: end if
21: end for
22: return $\Omega$

generated for that variable in the last accepted execution of the program. The first element of each pair in the list is the sample value $\text{v}$ that is assigned to the variable. The second element is the probability distribution from which the value $\text{v}$ of the variable is drawn and is used to compute the MH acceptance ratio $\beta$. Thus, the samples generated by Algorithm 1 conform to the definition of the sample specified by the operational semantics.

Lines 2–21 generate $\kappa$ samples—each sample is either accepted or rejected based on the value of the parameter $\beta$ (lines 15–20 which encode the standard MH acceptance criterion). Note that the first sample (represented by the test for empty $\Omega$ in line 15) is always accepted. If a sample is rejected, then the program sample generated from the previous execution of $\mathcal{P}$ is added to $\Omega$ (line 19). The maps $\Theta_{\text{PRE}}$ and $\Theta$ (initialized in line 3) have the same type as $\Theta_{\text{ACC}}$. The map $\Theta_{\text{PRE}}$ is initialized to the previously accepted sample and is used to determine the proposal distribution to use at each sampling statement and to compute the acceptance ratio $\beta$ correctly. The map $\Theta$ is used to build up the sample for the current execution of the program.

Note that \textsc{Infer$^\prime$} has the same high level structure as the standard MH procedure. The recursive procedure \textsc{Eval} (called in line 6) operates over the syntactic structure of the program $\mathcal{P}$. It defines the transitions of the Markov chain constructed by Algorithm 1.

The procedure \textsc{Eval} is described by the rules in Figure 7. Given a statement $\mathcal{S}$, a program state $\sigma$ (which is a partial map from variables to values), a parameter $\beta$ (which is used to decide whether the sample generated is to be accepted or rejected), the map $\Theta_{\text{PRE}}$ and the map $\Theta$, the procedure \textsc{Eval}($\mathcal{S}, \sigma, \beta, \Theta_{\text{PRE}}, \Theta$) computes new values for $\sigma, \beta, \Theta_{\text{PRE}}$ and $\Theta$ obtained after executing statement $\mathcal{S}$.

For instance, consider the assignment statement $x = \mathcal{E}$. Upon executing this from a state $\sigma$, we obtain the state $\sigma[x \leftarrow \sigma(\mathcal{E})]$, i.e., the value corresponding to the variable $x$ in $\sigma$ is set to the evaluation of $\mathcal{E}$ over $\sigma$. The values of $\beta, \Theta_{\text{PRE}}$ and $\Theta$ remain unchanged. The rules for the other statements also proceed in a similar manner.

The rule for the probabilistic assignment statement “$x \sim \text{Dist}(\theta)$” in \textsc{Eval} specifies how
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\[
\begin{align*}
\text{EVAL}(x = \mathcal{E}, \sigma, \beta, \Theta_{\text{PRE}}, \Theta) & = \{\sigma[x \leftarrow \sigma(\mathcal{E})], \beta, \Theta_{\text{PRE}}, \Theta\} \\
\text{EVAL}(\text{skip}, \sigma, \beta, \Theta_{\text{PRE}}, \Theta) & = \{\sigma, \beta, \Theta_{\text{PRE}}, \Theta\} \\
\text{EVAL}(S_1; S_2, \sigma, \beta, \Theta_{\text{PRE}}, \Theta) & = \begin{cases} \\
\text{let } (\sigma', \beta', \Theta_{\text{PRE}}', \Theta') = \text{EVAL}(S_1, \sigma, \beta, \Theta_{\text{PRE}}, \Theta) & \text{and} \\
\text{let } (\sigma'', \beta'', \Theta_{\text{PRE}}'', \Theta'') = \text{EVAL}(S_2, \sigma', \beta', \Theta_{\text{PRE}}', \Theta') & \text{in} \\
(\sigma'', \beta'', \Theta_{\text{PRE}}'', \Theta'') & \end{cases} \\
\text{EVAL}(\text{if } \mathcal{E} \text{ then } S_1, \text{ else } S_2, \\
\sigma, \beta, \Theta_{\text{PRE}}, \Theta) & = \begin{cases} \\
\text{if } \sigma(\mathcal{E}) \text{ then } \text{EVAL}(S_1, \sigma, \beta, \Theta_{\text{PRE}}, \Theta) & \\
\text{else } \text{EVAL}(S_2, \sigma, \beta, \Theta_{\text{PRE}}, \Theta) & \end{cases} \\
\text{EVAL}(x \sim \text{Dist}(\tilde{\theta}), \sigma, \beta, \Theta_{\text{PRE}}, \Theta) & = \begin{cases} \\
\text{let } \Delta = \text{Dist}(\sigma(\tilde{\theta})) & \text{and} \\
\text{let } (v, \beta', \Theta_{\text{PRE}}') = & \text{if } \Theta_{\text{PRE}}(x) = [\texttt{]} & \text{then} \\
& \text{let } v \sim \text{PROP}(\Delta) & \\
& \text{let } \beta' = \beta \times \frac{\Delta(v)}{\text{PROP}(\Delta)(v)} & \text{in } (v, \beta', \Theta_{\text{PRE}}) \\
\text{else} & \text{let } (v_{\text{PRE}}, \Delta_{\text{PRE}}) = \text{HEAD}(\Theta_{\text{PRE}}(x)) & \text{and} \\
& \text{let } v \sim \text{PROP}(\Delta, v_{\text{PRE}}) & \text{and} \\
& \text{let } \beta' = \beta \times \frac{\Delta(v) \times \text{PROP}(\Delta, v)(v_{\text{PRE}})}{\Delta_{\text{PRE}}(v_{\text{PRE}}) \times \text{PROP}(\Delta, v_{\text{PRE}})(v_{\text{PRE}})} & \text{in} \\
& (v, \beta', \text{TAIL}(\Theta_{\text{PRE}])) & \text{in} \\
& \{\sigma[x \leftarrow v], \beta', \Theta_{\text{PRE}}, \Theta(x) = \texttt{[v, } \Delta\texttt{]} & \end{cases} \\
\text{EVAL}(\text{observe } (\varphi), \sigma, \beta, \Theta_{\text{PRE}}, \Theta) & = \begin{cases} \\
\text{if } \sigma(\varphi) \text{ then } (\sigma, \beta, \Theta_{\text{PRE}}, \Theta) & \text{else } (\sigma, 0, \Theta_{\text{PRE}}, \Theta) \\
\text{EVAL}(\text{while } \mathcal{E} \text{ do } S, \sigma, \beta, \Theta_{\text{PRE}}, \Theta) & = \begin{cases} \\
\text{let } (\sigma', \beta', \Theta_{\text{PRE}}', \Theta') = \text{EVAL}(S, \sigma, \beta, \Theta_{\text{PRE}}, \Theta) & \text{if } \sigma(\neg \mathcal{E}) \text{ then} \\
& (\sigma, \beta, \Theta_{\text{PRE}}, \Theta) & \text{else} \\
& \text{EVAL}(\text{while } \mathcal{E} \text{ do } S, \sigma', \beta', \Theta_{\text{PRE}}', \Theta') & \end{cases} \\
\end{align*}
\]

Figure 7  Given a statement \(S\) and parameters \(\sigma, \beta, \Theta_{\text{PRE}}, \text{ and } \Theta\), EVAL computes a tuple of parameters evaluated over \(S\) which are used by Algorithm 1.

To generate a sample and update \(\beta\) appropriately. As seen in Figure 7, in this case, first the variable \(\Delta\) is set to the probability distribution function \(\text{Dist}(\tilde{\theta})\) with respect to the current state \(\sigma\) (i.e., the parameters of the distribution \(\tilde{\theta}\) are evaluated at the state \(\sigma\)). Next, a value \(v\) is sampled, and an update to \(\beta\) is performed based on the following conditions:

- **Previous value for \(x\) is not available.** This condition is represented by the predicate \(\Theta_{\text{PRE}}(x) = [\texttt{]}\), which says that there are no values associated with the variable \(x\) from the previous execution of \(\mathcal{P}\). A new value \(v\) for \(x\) is drawn from a proposal distribution \(\text{PROP}(\Delta)\) that only depends on the target distribution \(\Delta\). In essence, this is the *Metropolized independent sampling algorithm* [18] which is a modification to the MH algorithm in which the proposal distribution is independent of the previous sample value. There are a number of choices for the proposal distribution, and in our implementation we set \(\text{PROP}(\Delta)\) to be the target distribution \(\Delta\).

- The updated value \(\beta'\) of \(\beta\) is the usual update for an MH algorithm. Intuitively, it is helpful to think of the previous sample value as a special value that is drawn from a distribution which produces this value with probability 1. If the proposal for this distribution is taken to be the distribution itself, then the MH acceptance ratio for \(x\) reduces to \(\frac{\Delta(v)}{\text{PROP}(\Delta)(v)}\).

- **Previous value for \(x\) is available.** This means that the list associated with the variable \(x\) in the map \(\Theta_{\text{PRE}}\) is not empty. In particular, the previous value \(v_{\text{PRE}}\) for \(x\) and the probability density function \(\Delta_{\text{PRE}}\) from which \(v_{\text{PRE}}\) is drawn are at the head of the list for \(x\) in the map \(\Theta_{\text{PRE}}\). Therefore, a new value for \(x\) is drawn from a proposal distribution \(\text{PROP}(\Delta, v_{\text{PRE}})\) that depends on the previous value \(v_{\text{PRE}}\) for \(x\).
The updated value $\beta'$ of $\beta$ is the usual update for an MH algorithm. As noted earlier, $\Delta_{\text{pre}}(v_{\text{pre}})$ is used for updating $\beta$ and so, it is important to also keep track of the distribution from which a sample is drawn.

Finally, the state $\sigma$ is updated to $\sigma[x \leftarrow v]$, the entry for $x$ in the map $\Theta$ is appended with the value $(v, \Delta)$, and the tuple $(\sigma[x \leftarrow v], \beta', \text{Tail}(\Theta_{\text{pre}}), \Theta(x)++[(v, \Delta)])$ is returned (where $++$ denotes list concatenation).

It is also important to note that lines 8–14 in Algorithm 1 update $\beta$ to take care of cases where the current value for a variable is undefined and the previous value is defined. This can be intuitively understood in a similar way as the update of $\beta$ when a previous value is not available.

The following theorem states that for a probabilistic program $P$, INFER$^\chi(P, \kappa)$, computes answers that are consistent with $J_P^K$.

▶ Theorem 4.1. For a program $P$, the expectation of its return expression computed with respect to the samples generated by INFER$^\chi(P, \kappa)$ approaches its denotational semantics $[P]$, as $\kappa \to \infty$.

5 Evaluation

First, we show that INFER$^\chi$ computes correct answers for a set of micro-benchmark probabilistic programs. For these programs, other sampling based tools such as R2 and STAN compute answers that deviate significantly from the actual or analytically computed answers. Next, to demonstrate the practical applicability of INFER$^\chi$, we also show that it is able to work effectively for three real-world benchmark programs. All experiments were performed on a PC with a 2.00 GHz Intel 3rd Generation Core i7 processor and 8 GB RAM and running Microsoft Windows 8.1.

The first two micro-benchmarks that we consider are the programs in Figures 2(a) and 3(a). As can be seen in the plots 2(d) and 3(d), INFER$^\chi$ is able to estimate the correct answers. As discussed in Section 2, both R2 and STAN produce incorrect answers for these programs.

The other micro-benchmarks that we consider are shown in Figure 8. The benchmark (a) includes two assignments to the same variable $x$. The benchmark (b) is interesting because the variable $x$ can be assigned different number of times across different runs of the program. If line 2 produces a value greater than 0.5, $x$ is sampled again at line 4. On the other hand, if a sample value less than or equal to 0.5 is generated at line 2, then line 4 is not executed and $x$ gets assigned only once. The benchmark (c) is a hierarchical model in which the prior distribution is estimated by means of a mixture of Gaussian distributions.

As seen from these figures, INFER$^\chi$ estimates distributions that coincide with the actual or analytically computed distributions. On the other hand, R2 and STAN produce incorrect results for all of the micro-benchmarks due to their lack of properly handling multiple sampling for the same variable and sampling from different execution paths.

To demonstrate that INFER$^\chi$ is a practical algorithm, we also evaluate it on the following real-world benchmarks that are frequently used to test the robustness and scalability of Bayesian inference algorithms. As seen from the times reported below, INFER$^\chi$ is quite efficient on these benchmarks and therefore a practical solution.

- **Linear regression**: This is the standard Bayesian formulation of the linear regression model for fitting 1000 points [28] *(time taken by INFER$^\chi$: 12.55 seconds)*.
- **HIV**: This is a multi-level or hierarchical linear model with varying slope and intercept. This model is for inferring the immunity levels in HIV-positive patients. The data
1: double x;
2: x ~ Gaussian(10, 20);
3: x ~ Gaussian(20, 30);
4: return x;

(a) Multiple assignments.

1: double x;
2: x ~ Gaussian(0, 1);
3: if (x > 0.5) then
4: x ~ Gaussian(10, 2);
5: return x;

(b) Mixture model 1.

1: double x, y, z;
2: x ~ Gaussian(0, 1);
3: if (x > 0.5) then
4: y ~ Gaussian(10, 2);
5: else
6: y ~ Gamma(3, 3);
7: z ~ Gaussian(y, 3);
8: return z;

(c) Mixture model 2.

Figure 8 Micro-benchmarks

comprises of 369 measurements taken over a two-year period on 84 patients [6] (time taken by Infer*: 4.36 seconds).

Halo: This is a skill rating system for a tournament of the Halo video game among 35 teams, with 2 players per team, and 500 games played between the teams [11] (time taken by Infer*: 5809 seconds).

6 Related work

There has been significant progress in the development of probabilistic programming languages and tools in recent years [1, 7–9, 12, 21, 22, 24]. There are several approaches to performing inference for programs written in these languages: (1) by using static analysis techniques [4, 20, 26] such as abstract interpretation and data flow analysis, (2) by using dynamic analysis techniques [2, 8, 12, 22] such as MCMC sampling algorithms [19], or (3) by using Bayesian techniques where the program is compiled to a probabilistic model such as a Bayesian network [15] and inference is performed using probabilistic inference techniques such as belief propagation [23] over the probabilistic model [21].

We have observed that for techniques based on dynamic analysis, MH sampling based approaches in particular, tracking an ordered list of values that a variable gets assigned during a run of a program together with the distributions that were used to generate these values results in a correct sampling procedure for probabilistic programs. It might be tempting to consider a variable renaming scheme such as the static single assignment form (SSA) [5], or a variable indexing scheme [29] based on line numbers, distribution types, etc. (implemented in Stochastic Matlab). However, such schemes are inadequate to determine all values in the previous run that must be kept track of in order to propose a new value in the current run. This is clearly seen in Example 2 in Section 2.

For other inference techniques such as those based on static analysis [26] or Bayesian inference [21], it would be interesting to study analogous techniques for implementing provably correct inference algorithms.
7 Summary

We have highlighted the difficulties encountered in implementing a correct sampling-based inference engine for imperative probabilistic programs via several examples. We have designed an algorithm $\text{Infer}^\checkmark$ that overcomes these challenges, and generates samples from the correct distribution specified by the corresponding input probabilistic program.

Our algorithm is general and works for all probabilistic programs. We have also formally proved the correctness of our algorithm. We have implemented it in a tool called $\text{Infer}^\checkmark$, and have shown empirically that it works in all cases by comparing it with existing tools such as R2 and Stan. We have also shown that $\text{Infer}^\checkmark$ is a practical solution by evaluating it on real-world benchmarks.
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A Correctness of Sampling-based Operational Semantics

A.1 Probability Density Function (PDF)

Unnormalized PDF. From the operational semantics, we derive an unnormalized PDF $P_S$ on the sample space $S$ for a program statement $S$. First, we note that defining a probability distribution on $S$ is equivalent to defining the distribution over program executions as every valid program execution can be uniquely determined by a sample in $S$. Next, the PDF $P_S$ is defined as follows:

$$P_S(\sigma, s) = \begin{cases} p & \text{if } (S, \sigma) \Downarrow^s (p, \sigma') \\ 0 & \text{otherwise} \end{cases}$$

$P_S$ is well-defined, and this follows from Lemma 1.1 below. We also define an output function $O_S$ as follows:

$$O_S(\sigma, s) = \begin{cases} \sigma' & \text{if } (S, \sigma) \Downarrow^s (p, \sigma') \\ \bot & \text{otherwise} \end{cases}$$

The output function $O_S$ gives the output state produced by the program when it starts from input state $\sigma$ and generates sample $s$. Then, the unnormalized expectation function $E_S$ is defined as follows:

$$E_S(f)(\sigma) = \int_{s \in S} P_S(\sigma, s) \times f(O_S(\sigma, s)) \, ds$$

Note that the sample space $S = \Gamma \rightarrow \text{List(Val)}$ is equipped with a natural measure since it is isomorphic to the measure space $((\bigcup_{n \in \mathbb{N}} (\mathbb{Z} \cup \mathbb{R}))^\Gamma)$, which is constructed from the measure spaces $\mathbb{Z}$ and $\mathbb{R}$ by taking disjoint unions and countable products.

Normalized PDF. The normalized PDF $P_P$ and the normalized expectation $E_P$ for a program $P = S \text{ return } (E_1, \ldots, E_n)$ are defined as follows:

$$P_P(s) = \frac{P_S(\bot, s)}{E_S(\lambda\sigma. 1)(\bot)}$$

and

$$E_P(f) = \frac{E_S(\lambda\sigma. f(\sigma(E_1), \ldots, \sigma(E_n)))(\bot)}{E_S(\lambda\sigma. 1)(\bot)}$$

A.2 Correctness

In this section, we show that the denotational semantics of a program is equivalent to its expectation from the probability distribution induced by the sampling-based operational semantics.

To prove this, we begin by showing that samples in $S$ uniquely determine program executions.

Lemma 1.1.

$$(S, \sigma) \Downarrow^s (p_1, \sigma_1) \land (S, \sigma) \Downarrow^s (p_2, \sigma_2) \implies p_1 = p_2 \land \sigma_1 = \sigma_2.$$  

Proof: One can first prove the following by a straightforward induction on the structure of the relation $r$:

$$s_1 \cdot s_1' = s_2 \cdot s_2' \land (S, \sigma) \Downarrow^s (p_1, \sigma_1) \land (S, \sigma) \Downarrow^s (p_2, \sigma_2) \implies s_1 = s_2 \land p_1 = p_2 \land \sigma_1 = \sigma_2.$$
Then, the lemma follows by setting \( s_1 = s_2 = s \) and \( s'_1 = s'_2 = \epsilon \).

Now, we show that the expectation computed using the probability distribution induced by the sampling-based operational semantics of the program is the same as that obtained by using the denotational semantics.

**Lemma 1.2.**

\[
E_{\text{while } E \text{ do } S_1; S_2}(f)(\sigma) = \sup_{n \geq 0} E_{\text{while } E \text{ do}_n S_1; S_2}(f)(\sigma).
\]

**Proof:** One can first show, by induction on \( n \), that

\[
((\text{while } E \text{ do}_n S_1); S_2, \sigma) \Downarrow^* (p, \sigma')
\]

implies

\[
((\text{while } E \text{ do } S_1); S_2, \sigma) \Downarrow^* (p, \sigma').
\]

Also, the following can be shown by induction on the depth of the derivation tree of \((\text{while } E \text{ do } S_1); S_2, \sigma) \Downarrow^* (p, \sigma'):

\[
((\text{while } E \text{ do } S_1); S_2, \sigma) \Downarrow^* (p, \sigma')
\]

implies

\[
\exists n_0. \forall n \geq n_0. ((\text{while } E \text{ do}_n S_1); S_2, \sigma) \Downarrow^* (p, \sigma').
\]

From (1) and (2), it follows that

\[
P_{\text{while } E \text{ do } S_1; S_2(\sigma, s)} \times f(O_{\text{while } E \text{ do } S_1; S_2(\sigma, s)})
\]

equals

\[
\lim_{n \to \infty} P_{\text{while } E \text{ do}_n S_1; S_2(\sigma, s)} \times f(O_{\text{while } E \text{ do}_n S_1; S_2(\sigma, s)}).
\]

Thus, by the dominated convergence theorem [25], we have

\[
E_{\text{while } E \text{ do } S_1; S_2}(f)(\sigma) = \lim_{n \to \infty} E_{\text{while } E \text{ do}_n S_1; S_2}(f)(\sigma)
\]

\[
\leq \sup_{n \geq 0} E_{\text{while } E \text{ do}_n S_1; S_2}(f)(\sigma).
\]

By (1), we also have

\[
E_{\text{while } E \text{ do } S_1; S_2}(f)(\sigma) \geq \sup_{n \geq 0} E_{\text{while } E \text{ do}_n S_1; S_2}(f)(\sigma),
\]

which completes the proof.

**Corollary 1.3.**

\[
E_{\text{while } E \text{ do } S_1}(f)(\sigma) = \sup_{n \geq 0} E_{\text{while } E \text{ do}_n S_1}(f)(\sigma).
\]

**Proof:** By Lemma 1.2, we have

\[
E_{\text{while } E \text{ do } S_1}(f)(\sigma)
\]

\[
= E_{\text{while } E \text{ do } S_1; \text{skip }}(f)(\sigma)
\]

\[
= \sup_{n \geq 0} E_{\text{while } E \text{ do}_n S_1; \text{skip }}(f)(\sigma)
\]

\[
= \sup_{n \geq 0} E_{\text{while } E \text{ do}_n S_1}(f)(\sigma).
\]
Lemma 1.4.
\[ E_{S_1, S_2}(f) = E_{S_1}(E_{S_2}(f)). \]

Proof: We prove the goal by induction on \( S_1 \).

- When \( S_1 = \text{skip} \):
  \[ E_{\text{skip}, S_2}(f)(\sigma) = E_{S_2}(f)(\sigma) = E_{\text{skip}}(E_{S_2}(f))(\sigma). \]

- When \( S_1 = (x = \mathcal{E}) \):
  \[ E_x = \mathcal{E}, S_2(f)(\sigma) = E_{S_2}(f)(\sigma[x \leftarrow \sigma(\mathcal{E})]) = E_x = \mathcal{E}(E_{S_2}(f))(\sigma). \]

- When \( S_1 = (x \sim \text{dist}(\bar{\theta})) \):
  \[
  \begin{align*}
  E_{x \sim \text{dist}(\bar{\theta}), S_2}(f)(\sigma) &= \int_{s \in S_{x \sim \text{dist}(\bar{\theta}), S_2}} P_{x \sim \text{dist}(\bar{\theta}), S_2}(\sigma, s) \times f(O_{x \sim \text{dist}(\bar{\theta}), S_2}(\sigma, s)) \, ds \\
  &= \int_{s \in S_x} \int_{v \in \text{Val}} \text{dist}(\bar{\theta})(v) \times P_{S_2}(\sigma[x \leftarrow v], s) \times f(O_{S_2}(\sigma[x \leftarrow v], s)) \, dv \\
  &= \int_{v \in \text{Val}} \text{dist}(\bar{\theta})(v) \times E_{S_2}(f)(\sigma[x \leftarrow v]) \, dv \\
  &= E_{x \sim \text{dist}(\bar{\theta})}(E_{S_2}(f))(\sigma).
  \end{align*}
  \]

- When \( S_1 = \text{observe}(\varphi) \):
  \[ E_{\text{observe}(\varphi), S_2}(f)(\sigma) = E_{S_2}(f)(\sigma) = E_{\text{observe}(\varphi)}(E_{S_2}(f))(\sigma). \]

If \( \text{observe}(\varphi) = \text{true} \),

\[ E_{\text{observe}(\varphi), S_2}(f)(\sigma) = E_{S_2}(f)(\sigma) = E_{\text{observe}(\varphi)}(E_{S_2}(f))(\sigma). \]

Otherwise,

\[ E_{\text{observe}(\varphi), S_2}(f)(\sigma) = 0 = E_{\text{observe}(\varphi)}(E_{S_2}(f))(\sigma). \]

- When \( S_1 = S'_1; S'_2 \):
  \[ E_{S'_1; S'_2}; S_2(f)(\sigma) \]
  \[ = E_{S'_1; S'_2}(f)(\sigma) \]
  \[ = E_{S'_1}(E_{S'_2}(f))(\sigma) \quad \text{(by induction hypothesis w.r.t. } S'_1 \text{)} \]
  \[ = E_{S'_1}(E_{S'_2}(f))(\sigma) \quad \text{(by induction hypothesis w.r.t. } S'_2 \text{)} \]
  \[ = E_{S'_1; S'_2}(E_{S_2}(f))(\sigma) \quad \text{(by induction hypothesis w.r.t. } S'_1 \text{)} \]
  \[ = E_{S'_1; S'_2}(E_{S_2}(f))(\sigma) \quad \text{(by induction hypothesis w.r.t. } S'_2 \text{)} \]
When \( S_1 = \text{if } E \text{ then } S'_1 \text{ else } S''_1 \):

If \( \sigma(\mathcal{E}) = \text{true} \),

\[
E_{(\text{if } E \text{ then } S'_1 \text{ else } S''_1), S_2}(f)(\sigma) = E_{S'_1, S_2}(f)(\sigma) = E_{S'_1}(E_{S_2}(f))(\sigma) \quad \text{(by induction hypothesis w.r.t. } S'_1) = E_{\text{if } E \text{ then } S'_1 \text{ else } S''_1}(E_{S_2}(f))(\sigma).
\]

Otherwise,

\[
E_{(\text{if } E \text{ then } S'_1 \text{ else } S''_1), S_2}(f)(\sigma) = E_{S''_1, S_2}(f)(\sigma) = E_{S'_1}(E_{S_2}(f))(\sigma) \quad \text{(by induction hypothesis w.r.t. } S''_1) = E_{\text{if } E \text{ then } S'_1 \text{ else } S''_1}(E_{S_2}(f))(\sigma).
\]

When \( S_1 = \text{while } E \text{ do } S'_1 \):

By Lemma 1.2 and Corollary 1.3, we have

\[
E_{(\text{while } E \text{ do } S'_1), S_2}(f)(\sigma) = \sup_{n \geq 0} E_{(\text{while } E \text{ do } n, S'_1), S_2}(f)(\sigma) \\
E_{\text{while } E \text{ do } S'_1}(E_{S_2}(f))(\sigma) = \sup_{n \geq 0} E_{\text{while } E \text{ do } n, S'_1}(E_{S_2}(f))(\sigma)
\]

Thus, it suffices to show that

\[
\forall n. E_{(\text{while } E \text{ do } n, S'_1), S_2}(f) = E_{\text{while } E \text{ do } n, S'_1}(E_{S_2}(f))
\]

We prove it by induction on \( n \). The base case holds trivially. The step case holds as follows. If \( \sigma(\mathcal{E}) \neq \text{true} \),

\[
E_{(\text{while } E \text{ do } n+1, S'_1), S_2}(f)(\sigma) = E_{S_2}(f)(\sigma) = E_{\text{while } E \text{ do } n, S'_1}(E_{S_2}(f))(\sigma)
\]

If \( \sigma(\mathcal{E}) = \text{true} \),

\[
E_{(\text{while } E \text{ do } n+1, S'_1), S_2}(f)(\sigma) = E_{(S'_1, \text{while } E \text{ do } n, S'_1), S_2}(f)(\sigma) = E_{S'_1}(E_{(\text{while } E \text{ do } n, S'_1), S_2}(f))(\sigma) \quad \text{(by ind. hyp. w.r.t. } S'_1) = E_{S'_1}(E_{\text{while } E \text{ do } n, S'_1}(E_{S_2}(f)))(\sigma) \quad \text{(by ind. hyp. w.r.t. } n) = E_{S'_1, \text{while } E \text{ do } n, S'_1}(E_{S_2}(f))(\sigma) \quad \text{(by ind. hyp. w.r.t. } S'_1)
\]

\[
E_{\text{while } E \text{ do } n+1, S'_1}(E_{S_2}(f))(\sigma)
\]

\[\blacksquare\]

Lemma 1.5.

\[E_S = [S].\]
Proof: We prove this by induction on $S$.

- When $S = \text{skip}$:
  \[ E_{\text{skip}}(f)(\sigma) = f(\sigma) = [\text{skip}](f)(\sigma). \]

- When $S = (x = E)$:
  \[ E_{x=E}(f)(\sigma) = f(\sigma[x \leftarrow \sigma(E)]) = [x = E](f)(\sigma). \]

- When $S = x \sim \text{Dist}(\bar{\theta})$:
  \[
  E_{x \sim \text{Dist}(\bar{\theta})}(f)(\sigma)
  = \int_{v \in \text{Val}} \text{Dist}(\sigma(\bar{\theta}))(v) \times f(\sigma[x \leftarrow v]) \, dv
  = [x \sim \text{Dist}(\bar{\theta})](f)(\sigma).
  \]

- When $S = \text{observe}(\varphi)$:
  
  If $\sigma(\varphi) = \text{true}$,
  \[ E_{\text{observe}(\varphi)}(f)(\sigma) = f(\sigma) = [\text{observe}(\varphi)](f)(\sigma). \]
  Otherwise,
  \[ E_{\text{observe}(\varphi)}(f)(\sigma) = 0 = [\text{observe}(\varphi)](f)(\sigma). \]

- When $S = S_1; S_2$:
  
  By Lemma 1.4 and the induction hypothesis, we have
  \[ E_{S_1; S_2}(f) = E_{S_1}(E_{S_2}(f)) = [S_1][[S_2]](f) = [S_1; S_2](f). \]

- When $S = \text{if } E \text{ then } S_1 \text{ else } S_2$:
  
  From the induction hypothesis, we have that if $\sigma(E) = \text{true}$,
  \[
  E_{\text{if } E \text{ then } S_1 \text{ else } S_2}(f)(\sigma)
  = E_{S_1}(f)(\sigma)
  = [S_1](f)(\sigma)
  = [\text{if } E \text{ then } S_1 \text{ else } S_2](f)(\sigma).
  \]
  Otherwise,
  \[
  E_{\text{if } E \text{ then } S_1 \text{ else } S_2}(f)(\sigma)
  = E_{S_2}(f)(\sigma) = [S_2](f)(\sigma)
  = [\text{if } E \text{ then } S_1 \text{ else } S_2](f)(\sigma).
  \]

- When $S = \text{while } E \text{ do } S_1$:
  
  By Corollary 1.3, we have
  \[
  E_{\text{while } E \text{ do } S_1}(f)(\sigma) = \sup_{n \geq 0} E_{\text{while } E \text{ do}_n S_1}(f)(\sigma)
  = [\text{while } E \text{ do } S_1](f)(\sigma) = \sup_{n \geq 0} [\text{while } E \text{ do}_n S_1](f)(\sigma)
  \]
Thus, it suffices to show that

\[ \forall n. \ E_{while \ E \ do \ S_1} = [while \ E \ do \ S_1]. \]

We prove this by induction on \( n \). The base case holds trivially. The step case holds as follows. If \( \sigma(E) \neq true \),

\[ E_{while \ E \ do \ S_1}(f)(\sigma) = f(\sigma) = [while \ E \ do \ S_1][f]. \]

If \( \sigma(E) = true \),

\[ E_{while \ E \ do \ S_1}(f)(\sigma) = E_{S_1, while \ E \ do \ S_1}(f)(\sigma) \]
\[ = E_{S_1}(E_{while \ E \ do \ S_1}(f))(\sigma) \quad \text{(by Lemma 1.4)} \]
\[ = [S_1][[while \ E \ do \ S_1][f]](\sigma) \quad \text{(by induction hypothesis w.r.t. } S_1, n) \]
\[ = [while \ E \ do \ S_1][f](\sigma). \]

\[ \square \]

\textbf{Theorem 1.6.} The expectation from the probability distribution induced by the sampling-based operational semantics of a probabilistic program \( P \) is equivalent to that computed using the denotational semantics. In other words,

\[ E_P = [P]. \]

\textbf{Proof:} For \( P = S \ return (E_1, \ldots, E_n) \), we have

\[ E_P(f) = \frac{E_S(\lambda \sigma. f(\sigma(E_1), \ldots, \sigma(E_n)))(\bot)}{E_S(\lambda \sigma. 1)(\bot)} \]
\[ = \frac{[S](\lambda \sigma. f(\sigma(E_1), \ldots, \sigma(E_n)))(\bot)}{[S](\lambda \sigma. 1)(\bot)} \]
\[ = [P](f). \]

\[ \square \]
B Proof of Theorem 4.1

Theorem 4.1. For a program $P$, the expectation of its return expression computed with respect to the samples generated by Infer$^\kappa$ ($P, \kappa$) approaches its denotational semantics $[P]$, as $\kappa \to \infty$.

Proof: The proof proceeds according to the following steps. First, we show that Infer$^\kappa$ is a sound or correct instance of the MH algorithm. Next, it is easy to show that the target distribution for Infer$^\kappa$ is the PDF specified by the sampling-based operation semantics defined in Appendix A. Finally, the theorem follows from the correspondence between the denotational semantics and the sampling-based operational semantics (Theorem 1.6).

To show the correctness of the acceptance rate $\beta$, first, by induction, it is easy to show that the unnormalized PDF $P_S(\bot, s)$ (defined in Appendix A) of sample $s \in (\Gamma \to \text{List(Val)})$ satisfies the following equality:

$$P_S(\bot, s) = \prod_{x \in \Gamma(S)} \left( \prod_{0 \leq i < |s(x)|} \Delta_{s,x,i}(s(x)[i]) \right)$$

where $s(x)[i]$ is the $i$th value in the list for variable $x$ in $s$, and $\Delta_{s,x,i}$ is the distribution from which $s(x)[i]$ is drawn during the execution that generates the sample $s$. Also, it is easy to see that the PDF of the proposal distribution $Q(s_{\text{PRE}}, s)$ used by Infer$^\kappa$ (i.e., the PDF used to propose a new sample $s$ from $s_{\text{PRE}}$) is defined as follows:

$$Q(s_{\text{PRE}}, s) = \prod_{x \in \Gamma(S)} \left( \prod_{0 \leq i < |s(x)|} \operatorname{Prop}(\Delta_{s,x,i}, s_{\text{PRE}}(x)[i])(s(x)[i]) \right)$$

where

$$\operatorname{Prop}(\Delta, v_{\text{PRE}})(v) = \begin{cases} \operatorname{Prop}(\Delta, v_{\text{PRE}})(v) & \text{if } v_{\text{PRE}} \text{ is defined} \\ \operatorname{Prop}(\Delta)(v) & \text{if } v_{\text{PRE}} \text{ is undefined} \end{cases}$$

Therefore, the acceptance rate $\beta$ for proposing $s$ from $s_{\text{PRE}}$ is calculated as follows (note that the first expression is exactly the MH calculation for $\beta$ that is also described in Section 2):

$$\beta = \frac{P_S(\bot, s) \times Q(s, s_{\text{PRE}})}{P_S(\bot, s_{\text{PRE}}) \times Q(s_{\text{PRE}}, s)}$$

$$= \prod_{x \in \Gamma(S)} \left( \prod_{0 \leq i < |s(x)|} \Delta_{s,x,i}(s(x)[i]) \right) \times \frac{\prod_{0 \leq i < |s(x)|} \operatorname{Prop}(\Delta_{s,x,i}, s_{\text{PRE}}(x)[i])(s(x)[i])}{\prod_{0 \leq i < |s(x)|} \operatorname{Prop}(\Delta_{s,x,i}, s_{\text{PRE}}(x)[i])(s_{\text{PRE}}[i])}$$

$$= \prod_{x \in \Gamma(S)} \left( \prod_{0 \leq i < |s(x)|} \Delta_{s,x,i}(s(x)[i]) \times \frac{\prod_{0 \leq i < |s(x)|} \operatorname{Prop}(\Delta_{s,x,i}, s_{\text{PRE}}(x)[i])(s(x)[i])}{\prod_{0 \leq i < |s(x)|} \operatorname{Prop}(\Delta_{s,x,i}, s_{\text{PRE}}(x)[i])(s_{\text{PRE}}[i])} \times \prod_{0 \leq i < |s(x)|} \operatorname{Prop}(\Delta_{s,x,i}, s_{\text{PRE}}(x)[i])(s_{\text{PRE}}[i]) \right)$$

where $n = \min(|s(x)|, |s_{\text{PRE}}(x)|)$.

Infer$^\kappa$ calculates the acceptance rate $\beta$ exactly in this way. The expressions in (1) and (2) are used for computing $\beta$ in the rules for EVAL in Figure 7, and the expression in (3) occurs in line 12 of Algorithm 1. Therefore, this shows that Infer$^\kappa$ is a sound and consistent instance of the MH algorithm, which proves the theorem. ∎