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ABSTRACT

The traditional text-based visual search has not been suf-
ficiently improved over the years to accommodate the new
emerging demand of mobile users. While on the go, search-
ing on one’s phone is becoming pervasive. This paper presents
an innovative application for mobile phone users to facilitate
their visual search experience. By taking advantage of smart
phone functionalities such as multi-modal and multi-touch

interactions, users can more conveniently formulate their
search intent, and thus search performance can be signifi-
cantly improved. The system, called JIGSAW (Joint search
with ImaGe, Speech, And Words), represents one of the first
attempts to create an interactive and multi-modal mobile vi-
sual search application. The key of JIGSAW is the compo-
sition of an exemplary image query generated from the raw
speech via multi-touch user interaction, as well as the visual
search based on the exemplary image. Through JIGSAW,
users can formulate their search intent in a natural way like
playing a jigsaw puzzle on the phone screen: 1) a user speaks
a natural sentence as the query, 2) the speech is recognized
and transferred to text which is further decomposed to key-
words through entity extraction, 3) the user selects preferred
exemplary images that can visually represent his/her intent
and composes a query image via multi-touch, and 4) the
composite image is then used as a visual query to search
similar images. We have deployed JIGSAW on a real-world
phone system, evaluated the performance on one million im-
ages, and demonstrated that it is an effective complement
to existing mobile visual search applications.

Categories and Subject Descriptors

H.3.3 [Information Storage and Retrieval]: Information
search and retrieval—Search process; H.5.2 [Information
Interfaces and Presentation]: User interface—User-centered

design
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1. INTRODUCTION
While on the go, consumers use their phones as a per-

sonal Internet-surfing concierge. Searching is becoming per-
vasive and is one of the most popular applications on mobile
phones. People are more and more addicted to conduct-
ing searches on their phones. It is reported that one-third
of search queries will come from smart phones by 2014 [1].
However, compared with text and location search by phone,
visual (image and video) search is still not that popular,
mainly because the user’s search experience on the phone
is not always enjoyable. On one hand, existing forms of
queries (i.e., text or voice as queries) are not always user-
friendly—typing is a tedious job, and voice cannot express
visual intent well. On the other hand, the user’s intent in
a visual search process is somewhat complex and may not
be easily expressed by a piece of text (or text transferred
from voice). For example, as shown in Fig. 1(a), the query
like “find a picture of a person with a straw hat and a spade”
will most likely not result in any relevant search results from
existing mobile search engines.

To facilitate visual search on mobile devices, the work
described in this paper aims at a more natural way to for-
mulate a visual query, taking full advantage of multi-modal
and multi-touch interactions on mobile devices. As shown
in Fig. 1(c), users can easily formulate a composite image as
their search intent by naturally interacting with the phone
through voice and multi-touch. Although similar applica-
tions exist, such as Goggles [12], iBing, and SnapTell [26],
which support photo shots (using the built-in camera) as a
visual query for instant search, as shown in Fig. 1(b), our
work represents a complementary mobile visual search by
which users can compose an arbitrary visual query (not nec-
essarily an existing image) through natural user interaction.

It is known that visual search on a mobile device is dif-
ferent from that on a desktop. Compared with a desktop
PC which predominantly supports text-to-search mode, a
mobile phone provides a richer set of user interactions and
thus achieves a more natural search experience. For ex-
ample, beyond the traditional keyboard and mouse inputs,
mobile phones are usually enabled to receive multi-modal
inputs. The most common interface of this kind combines a



Figure 1: The main modes for mobile visual search:
(a) voice/text-to-search, (b) capture-to-search, (c)
JIGSAW (this work).

visual modality via the built-in camera with a voice modality
via speech recognition. In addition, the multi-touch phone
screen, which recognizes multiple simultaneous touch points,
provides rich interaction between users and devices. All
these advantages provide for a more natural interaction to
formulate search intent and thus achieve a better search ex-
perience via mobile phone.

There exist some visual search applications for mobile de-
vices. Table 1 is a survey of the recent visual search ap-
plications on various mobile platforms. All of them require
users to first take a picture and then perform similar image
searches in various vertical domains (i.e., capture-to-search
mode). However, in many cases, the user’s search intent is
implicit and cannot be represented through capturing the
surroundings. The user, nevertheless, can express his/her
intent via a piece of voice description. For example, a user
is looking for a restaurant with a red door and two stone li-
ons in front of the door, however s/he forgot the name of the
restaurant. Therefore, a client-side tool that can transfer a
long textual query into a visual query with user interaction
is required to determine the restaurant’s name and location.

Although researchers in the computer vision community
have proposed various techniques for mobile visual search
[4] [5] [27] [32], most of them focus on the problems with
capture-to-search mode. For example, Takacs and Yang et

al. discuss how to represent the captured image with a set
of visual descriptors [27] [32]. The transmission of image
descriptors between mobile client and server is discussed in
[5]. Chandrasekhar et al. focus on how to compact visual
descriptors using compression techniques [4]. Different from
many existing works, this paper studies the problem of vi-
sual query formulation on mobile devices, as well as the key
techniques in this new search mode. The work is an effective
complement to existing mobile visual search systems.

The proposed system, called JIGSAW (Joint search with
ImaGe, Speech, And Words), takes advantage of the func-
tionalities on mobile phones, such as multi-modal and multi-

Table 1: Recent mobile visual search applications.
App Features

Goggles [12] product, cover, landmark, namecard
Digimarc Discover [8] print, article, ads
Point and Find [22] place, 2D barcode

SnapTell [26] cover, barcode
SnapNow [16] MMS, email, print, broadcast
Kooaba [25] media cover, print

touch interactions, to help users formulate their (implicit)
search intent more conveniently and thus promote visual
search performance. The search procedure consists of the
following phases: 1) the user speaks a natural sentence as the
query to the phone, 2) the speech is recognized and trans-
ferred to text, and the text is further decomposed into key-
words by entity extraction, 3) the user selects the preferred
exemplary images (given by an image clustering process ac-
cording to the entities) that can visually represent each key-
word and composes a query image through multi-touch, 4)
the composed image is then used as a visual query to search
similar images. Therefore, the key component of JIGSAW
is the composition of an exemplary image query generated
from the raw speech via multi-touch user interaction, as well
as visual search based on the exemplary image. Through
JIGSAW, users can formulate their visual search intent in
a natural way like piecing together a jigsaw puzzle on the
phone screen. The techniques in JIGSAW include speech
recognition, entity extraction, image clustering, large-scale
image search, and user interaction.

Our contributions are twofold: 1) we propose an interac-
tive and multi-modal visual search system on mobile devices,
which takes advantages of natural multi-modal and multi-
touch functionalities on the phone, and 2) we propose a
context-aware approach to similar image search which takes
the spatial relation among exemplary image patches into
consideration.

The rest of this paper is organized as follows. Section 2 re-
views related work for mobile and desktop visual searching.
Sections 3 and 4 describe each component and implemen-
tation of JIGSAW. Experiments are presented in Section 5,
followed by conclusions in Section 6.

2. RELATED WORK
We review related research on mobile visual search and

interactive visual search.

2.1 Visual Search on Mobile
Directly applying keyword-based search to mobile visual

search is straightforward yet intrusive. As we have men-
tioned, typing a long query is not always user-friendly on
mobile devices. This is the reason that mobile users type on
average 2.6 terms per search [6], which can hardly express
their search intent. Compared with text-to-search, capture-
to-search is becoming dominant in mobile visual search. It
is more convenient for mobile users to take a photo and use
it to search on the go. Goggles [12], Point and Find [22],
and Snaptell [26], are recent visual search applications in
this area.

There exist efforts on mobile visual search in the com-
puter vision community. Most of these efforts have focused
on the exploration of different visual descriptors. For exam-
ple, local features such as Scale-Invariant Feature Transform



(SIFT) feature [18], MPEG-7 image signature, and Speeded
Up Robust Feature (SURF) [2] have been devised to han-
dle luminance and geometry variances. In addition to the
exploration of visual descriptors, Chandrasekhar et al. dis-
cuss the issue of compressing these descriptors, so as to re-
duce the bandwidth and storage costs on mobile devices
[4]. They propose to use Compressed Histogram of Gra-
dients (CHoG) to quantize and encode gradient histograms
with Huffman and Gagie trees to achieve a very low bit-rate
transmission. It demonstrates that SIFT has the advantage
over CHoG and MPEG-7 image signature in a system of CD
cover search.

The proposed JIGSAW in this paper differs from exist-
ing mobile visual search systems in that it represents a new
search mode in which mobile users can naturally formulate
a visual query on the go.

2.2 Interactive Visual Search on PC
The most related work on generic visual search to JIG-

SAW is interactive search, in which users specify their search
intent interactively. The advanced functionalities in Google
and Bing’s image search engines enable user to indicate
search intent via various filters, e.g., “similar images,” color,
style, face, and so on. Tineye supports the uploading of an
exemplary image as a query example for search [28], while
Xcavator even enables users to emphasize certain regions
on the query image as the key search components [30]. In
a more advanced search engine prototype, such as GazoPa
[11] and MindFinder [3], the search is performed by sketch-
ing a shape image. The “Concept Map” uses the position
and size of a group of tags to filter the top text-based search
results [31], while the “Color Map” enables the selection of
multiple color hints on a composite canvas as a visual query
[29]. However, user interaction on desktop is not as natural
as that on mobile device. Therefore, an interactive mobile
visual search system which takes advantage of multi-touch
and multi-modal functionalities is desirable.

3. JIGSAW
JIGSAW is an interactive mobile visual search application

that enables users to naturally formulate their search intent
in an interactive way and combines different visual descrip-
tors (e.g., SIFT, color, and edge) for visual search. Figure 2
shows the framework of JIGSAW. On the client-side, a user
first speaks a natural sentence to initiate a voice query, e.g., a
sentence like“find an iron tower on the grass.” On the cloud-
side, the system employs speech recognition (SR) to transfer
the speech to a piece of text, and then extracts entities from
the text. As a result, “tower” and “grass” are recognized as
two entities that can be represented by two exemplary im-
ages. Directly using those entities as textual queries may not
return relevant results, as it only searches the surrounding
text and neglects the position and size of these exemplary
images on the query canvas. Therefore, we propose to en-
able users to further specify search intent by touching the
screen and dragging their preferred exemplary images, and
then formulating a composite visual query. Those exemplary
images are automatically generated using a clustering pro-
cess according to the extracted entities. Finally, we exploit
both the text and the composite visual query to search for
relevant images, by considering the position and the size of
the exemplary images. In the next sections, we will describe
the details of each component.

Figure 2: JIGSAW architecture. There are four ma-
jor components: (1) speech recognition, (2) entity
extraction, (3) interactive exemplary visual query
composition, and (4) context-aware example-based
image search.

3.1 Speech Recognition and Entity Extraction
On the mobile phone, voice is more natural than typing for

users. We propose to leverage voice input to help users ini-
tiate a query. We employ a Hidden Markov Model (HMM)-
based SR engine which is able to handle natural sentences
and phrase fragments, and then translate the speech into
text [23]. In general, speech recognition engines are usually
constructed in a statistical modeling framework, in which
the speech utterance will first be transformed into a compact
and meaningful representation in the feature space. Then,
the decoder takes the feature vectors as input and generates
the probability of the hypothesized word sequence based on
the acoustic and language models. In JIGSAW, we employed
the SR service from a commercial local search engine. How-
ever, any state-of-the-art SR engine could be used in this
capacity.

The text result from the speech recognition can be di-
rectly used as the query for image search. However, it is
well-known that existing search engines cannot handle a
long query very well. On the other hand, understanding
a long sentence is still challenging. For example, issuing a
textual query like “find an image with several green trees
in front of a white house” may not result in any relevant
search. Therefore, we process the original recognized text
to extract entities (i.e., keywords like “tree” and “house”)
for a better visual search. Although general entity extrac-
tion is still an open problem despite many efforts [15], the
entity extraction in JIGSAW can be reduced to detect the
words that can be represented by some exemplary images, so
that users can select their preferred images. Therefore, we
focus on the detection of meaningful noun words/phrases,
such as “building,” “car,” and “tree,” while discarding the
vague and general words/phrases like “law” and “holiday.”
To this end, an entity dictionary is constructed according to
WordNet [20] by collecting the noun words which have con-
crete visual representations (117,798 nouns out of 155,287
words). The judgement on whether an noun has concrete
visual representations is based on whether the noun can be
represented by the images in the ImageNet [7]. By removing
the nouns which have less than 100 images in the ImageNet,
22,117 unique words are kept. In addition, we include other
entity names including celebrities, popular products, and
landmarks to deal with the names such as “Super man” and
“Eiffel.” These entity names are obtained by mining the
web and the top queries in a commercial search engine [24].



Figure 3: An example for composing a visual query
with multiple components C(k) from an initial query
T = {T (k)}K

k=1 with multiple entities T (k). Each entity
corresponds to one component in the composite vi-
sual query. There are two recognized entities: T (1) =
“apple,” and T (2) =“banana”. For each entity, there
is a list of candidate exemplary images to be selected
by users. A composite visual query is generated by
the selected image I(1) and I(2), where the position
and the size (R(1) and R(2)) of each component on
the canvas are adjusted by the user.

Finally, words in the voice query will be assigned to their
longest match. For example, “polar bear” and“Eiffel Tower”
are phrases and thus cannot be split. If a user says “find an
iron tower under grass,” then the extracted keywords would
be “tower” and “grass.” These keywords are used indepen-
dently in the following image clustering and search steps.

3.2 Interactive Formulation of Composite Vi-
sual Query

Searching for images with a single entity in a text-based
search engine can return related results. But it is still chal-
lenging for the text-based image search to consider the spa-
tial relation among different entities (i.e., both the position
and the size of the entities in the composite visual query).
It would be difficult to automatically arrange the entities
(i.e., their corresponding exemplary images) on the query
image canvas. Therefore, we propose to take advantage of
the screen-touch function to enable users to composite a vi-
sual query via multi-touch interactions. For each entity, the
system returns a set of representative images. Users can se-
lect one image per entity and drag onto the composite image
canvas, as shown in Fig. 1(c). When users finish select-
ing the exemplary images, they can formulate their visual
queries by adjusting the position and the size of each exem-
plary image on the composite canvas via multi-touch inter-
actions. JIGSAW is designed for addressing the following
ambiguities in the existing text-based image search systems:
polysemy, aspect, view point, position, and attributes.

Polysemy means that a word has multiple meanings, such
as apple (fruit or product), football (association football or
American football). Aspect indicates that a word may have
different concepts, such as apple (company or product), foot-
ball (ball or game). View point means an object could have
various appearances from different angles or perspectives,
such as a car (side or front view), or an office (inner or outer).
Position indicates in which position the object is expected
within the target image. Attribute defines the properties
of an entity, such as color, type, and decoration. All these
ambiguities lead to difficulties in expressing search intent.

In this paper, we are investigating whether these ambi-
guities can be solved by introducing some user interactions.

Table 2: Key notations.
I exemplary image
J target image to be searched
R rectangle region for a component on the canvas of

the composite visual query
T entity (i.e., keyword)

C C , (T, I, R), component in a composite visual
query

K # of entities
k index of components (k = 1, . . . , K)
f feature vector of an image
h feature vector of an image grid

C(k) C(k) , (T (k), I(k), R(k)), the k-th component
(i, j) index of a grid in the target image J

R
(k)
J R

(k)
J =

⋃

i,j∈R(k)

(i, j), the union of the grids in J

e
(k)
J (i, j) visual similarity between I(k) and image region R

(k)
J

d(k)(i, j) user intent map for k-th component at (i, j)

r
(k)
J relevance between composite query and target image

J in terms of k-th component
rJ overall relevance between composite query and target

image J

Based on the above analysis of ambiguities, we introduced
the interactive composition of a visual query by manipulat-
ing the multiple exemplary images on a given canvas. Specif-
ically, when the user issues a voice query, the system will
recognize a set of entities (keywords) T = {T (k)}K

k=1, and
return a list of exemplary images for each entity, as shown
in Figure 3, where T (k) indicates one entity and K is the
number of entities in the textual query T . By selecting the
desired exemplary images, as well as re-positioning and re-
sizing them on the canvas of the composite query image, the
user can formulate a visual query. Therefore, the compos-
ite visual query can be represented as a set of components
C = {C(k)}K

k=1, where each component C(k) corresponds to

one entity T (k), as well as the selected exemplary image I(k)

and the position and size R(k) of this image indicated by
the user. Thus, C(k) can be further represented by a triplet
(T (k), I(k), R(k)). Table 2 lists the key notations.

3.3 Generation of Exemplary Images
In this section, we present an automatic approach to gen-

erating the exemplary images for each entity, by exploiting
both ImageNet and image search engines results. It is im-
practical to allow users to manually select the exemplary
images from a number of images (e.g., the top image search
results from search engines). It is also not appropriate to
directly use the images from ImageNet because of the cross-
domain difference between ImageNet and general web im-
ages. Thus, we propose a clustering-based approach to gen-
erating the exemplary images for a given entity. The next
subsections will introduce the visual features and similarity
metric for clustering.

3.3.1 Visual descriptors

We adopt three types of visual features, including SIFT
[18], color histogram, and gradient histogram, which have
been proven to be effective for image retrieval. Since the
local descriptor like SIFT may not perform well for some
images, such as scene and human, we exploit the discrimina-
tive power of color and gradient histogram. For each image,
a 128-dimensional SIFT descriptor is extracted at each key
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Figure 4: The process for computing the relevance rJ between the composite visual query and a target image.

point. Then, a vocabulary tree is constructed by hierarchical
K-means [21], yielding about 6,000 visual words. Each 128-
dimensional SIFT descriptor is hashed into a visual word by
traversing the tree. Finally, an image is described by the
weighted visual words. Color is also quantized to 192 bins
in the HSV space, while the gradient is quantized to 8 direc-
tions and 8 intensities, yielding a 64-dimensional gradient
histogram. As a result, an image is described by the con-
catenated histogram (6256 = 6000+192+64) of these three
kinds of features. It should be noted that these features are
normalized individually before the concatenation.

3.3.2 Similarity metric

Let f i and f j denote the normalized histograms of image
i and j, respectively. The similarity between these two im-
ages is given by a weighted intersection kernel between two
histograms

sim(f i, f j) =

N
∑

n=1

wn min(fi,n, fj,n), (1)

where fi,n indicates the n-th element of histogram f i, wn is
the weight for measuring the contribution from the similarity
on the n-th element, and N (N = 6256) is the dimension of
the histogram. Since not all the elements in the histogram
are equally important for comparing images, we introduce
the weight to differentiate the contributions from different
features. We first average features across all the images and
obtain an average histogram f = {fn}

N
n=1, and then define

the weight wn as wn = 1/fn. The more frequent the element
across all images, the less important it is. This weighting
function is able to not only mine informative elements in the
histogram, but also balance different types of descriptors.

3.3.3 Clustering-based exemplary image generation

We employ a clustering-based approach to generating the
exemplary images. We first collect the candidate images by
selecting images from the ImageNet and the top 1,000 im-

ages from a commercial image search engine according to
the entity keywords, respectively. Then, we compute a sim-
ilarity matrix by comparing all pairs of images based on the
visual descriptors and similarity metric described in the pre-
vious sections. Last, we adopt the affinity propagation (AP)
algorithm to find the visual instances [10]. AP is a widely
used unsupervised clustering method which can group fea-
tures into a number of classes. We sort the clusters according
to the number of images in descending order. The centers of
the top clusters (we used the top 10) are selected as exem-
plary images for this entity. To avoid background clutter,
a salient region detection process is conducted before fea-
ture extraction [19]. Only the visual descriptors within the
salient regions are considered. Moreover, a Gaussian win-
dow is used to weight the descriptors to make the descriptors
close to the centers more important.

3.4 Context-aware Exemplar-based Image Search
Given the composite visual query including recognized en-

tities, selected exemplary images, and their intended posi-
tions, the task is to search target images which are contex-
tually relevant to the query. By relevance, we mean that
the target images are expected to contain both the entity
keywords and visually similar objects in the desired posi-
tions. The relevance between visual query and target image
consists of the visual similarity and the intent consistency
based on user indicated position.

Therefore, we design the searching process in Figure 4,
which consists of the following steps: 1) generating tex-

tual queries by combining the entity keywords {T (k)}; 2)
searching related images according to the textual queries
from an image database; 3) computing the visual similarity

{e
(k)
J (i, j)} between each exemplary image and the corre-

sponding region in the target image J , 4) generating user

intent map {d(k)(i, j)} according to the positions of the ex-
emplary images indicated by users; 5) computing the “posi-

tive relevance” r
(k)+
J (i, j) and“negative relevance” r

(k)−
J (i, j)



for each component by considering both visual similarity and
the user intent map; 6) computing the combined relevance

r
(k)
J for each component by considering the surrounding grids

in image J (using a sliding window); and 7) computing the
overall relevance rJ between the composite query C and the
target image J . In this way, we can rank the related images
returned in step 2 according to the overall relevance scores.

3.4.1 Region-based visual similarity e
(k)
J (i, j)

To compute the region-based visual similarity between
an exemplary image in the composite query and the cor-
responding region in the target image J , we need a visual
representation of the region in J . As it is not practical
to compute the visual representation of a specific region
in J in real-time (as users may frequently change the po-
sition and size of this component), we adopt an efficient
grid-based search scheme and partition the target image
J into small grids {(i, j)}M

i,j=1. Suppose we select the k-

th exemplary image (corresponding to the region R(k) in
the composite query), and its center position corresponds

to the grid (i, j) in J , then the corresponding region R
(k)
J

in J is given by the union of all the associated grids, i.e.,

R
(k)
J =

⋃

(i,j)∈R(k)(i, j). In each grid, the feature histogram
is obtained using the approach described in Section 3.3.1
and saved in advance. Now, the target image J can be
represented as {hJ (i, j)}M

i,j=1, where hJ (i, j) is the visual

descriptor for the grid (i, j). We choose M = 9 in our im-

plementation. Then, the visual representation of R
(k)
J can

be obtained using the linear fusion of histograms from the
related grids:

f
(k)
J (i, j) =

∑

(i,j)∈R
(k)
J

wJ (i, j)hJ(i, j), (2)

where wJ (i, j) is a 2D Gaussian distributed weight centered
at the given region, which assigns more importance on the
grid close to the center.

Then, the region-based visual similarity between the k-th

exemplary image and the region R
(k)
J can be given by

e
(k)
J (i, j) = sim

(

f
(k), f

(k)
J (i, j)

)

, (3)

where f (k) is the visual descriptor of the k-th exemplary
image, while sim(·) is given in equation (1). Note that in
the above equation, we use both the index of (i, j) and k.
This is because we will use a sliding window to compute the
region-based similarity later to deal with the tolerance of

position. Therefore, e
(k)
J (i, j) indicates the visual similarity

between the k-th exemplary image and the corresponding
region centered at (i, j) in the target image J .

3.4.2 Region-based intent relevance r
(k)
J

The computation of the region-based relevance between

the exemplary image I(k) and the corresponding region R
(k)
J

should take the user intent into account. Intuitively, user
intent close to the center of each R(k) is stronger than that
which is far away from the center. Moreover, user intent
within the exemplary image R(k) is stronger than intent out-
side of if. We first define the user intent map which is a soft
measurement of user intent in the composite query.

Let (x(k), y(k)) denote the center of the k-th exemplary
image in the composite visual query. To tolerate the uncer-
tainty of this position specified by the user, we compute the

following soft map to represent the user intent:

d(x, y) = 2g(x, y) − 1, (4)

g(x, y) = exp

{

−
(x − x(k)

θ · w(k)

)2

−
( y − y(k)

θ · h(k)

)2
}

,

where w(k) and h(k) are the width and height of R(k), re-
spectively, and θ is set to a constant (8 ln 2)−1/2 to make g

degrade to 0.5 at the border of R(k). Then, the intent con-
sistency in terms of k-th component at grid (i, j) is given
by

r
(k)+
J (i, j) = min

(

e
(k)
J (i, j), d(k)(i, j)

)

. (5)

This is called “positive relevance” as it mainly focuses on

the grids within R
(k)
J . We also present a scheme to penalize

the case that an entity exists in an undesired position (i.e.,
out of the user indicated region). By checking the relevance
of each grid outside the region, the penalty score can be
obtained by

r
(k)−
J (i, j) = min

(

e
(k)
J (i, j),−d(k)(i, j)

)

(6)

This is called “negative relevance” as it penalties the grids

outside R
(k)
J .

It is not easy for users to indicate their intent very pre-
cisely on the composite query canvas (e.g., the exemplary
image may be positioned in an approximate position rather
than an exact position, and not well resized). Therefore,
we need to maintain tolerance to the position and the size
of each exemplary image. To deal with the tolerance issue,
we use a sliding window for which the size is the same as
R(k) and place this window centered at all the grids (i, j)

in R
(k)
J . In other words, the original exemplary image is

re-positioned on these sliding windows to introduce some
position tolerance. We are always searching for the best
match among these sliding windows, as shown in Figure 4.
As a result, the“positive relevance” and“negative relevance”

between the k-th exemplary image and R
(k)
J is computed by

r
(k)+
J = max

(i,j)∈R
(k)
J

{r
(k)+
J (i, j)}, (7)

r
(k)−
J = max

(i,j)/∈R
(k)
J

{r
(k)−
J (i, j)}.

The combined relevance between the k-th exemplary image

and R
(k)
J is

r
(k)
J = r

(k)+
J − r

(k)−
J . (8)

3.4.3 Overall relevance rJ

After we obtained all the region-based relevance r
(k)
J , the

overall relevance between C and J is computed by combining
across all the components. To consider the variance of dif-
ferent components, the overall relevance is given by a fusion
function sensitive to both the mean and the variance of each
region-based relevance:

rJ = E(r
(k)
J ) −

γ

K

K
∑

k=1

∣

∣r
(k)
J − E(r

(k)
J )

∣

∣ (9)

where E(r
(k)
J ) = 1

K

∑

k r
(k)
J is the average relevance, and γ

is a positive parameter controlling the penalization degree,
which is empirically set to 0.8 in our implementation.



Figure 5: The user interface of JIGSAW on a Win-
dows Phone 7 device. The left is the operation in-
terface, while the right is the search result page.

4. IMPLEMENTATION
We deployed JIGSAW as an application on Windows Phone

7 devices. Figure 5 shows the user interface. On the top of
the screen is the text box to accept a textual query. It can
also display speech query after tapping the button on the
right and record a piece of speech. By tapping the right
button, the textual query in the text box will be parsed and
the entity keywords will appear in the tag list. Below the
tag list, there is an exemplary image list which shows the ex-
emplary images searched according to the selected keyword.
The user can drag any exemplary image onto the composite
query canvas below, so that the exemplar will be displayed
on the canvas. Both lists can slide horizontally by touching
and sliding. Double tapping results in the deletion of an
item in the list. On the canvas, the user can both reposition
the exemplar by dragging or resizing it by two-point touch
stretching. Finally, if the user is satisfied with the composite
query, s/he can double-tap the canvas to trigger the search.
The search results will be displayed in a new page.

5. EVALUATIONS
The dataset includes the images collected by more than

1,000 entities in a commercial image search engine. These
entities are collected from some famous datasets, including
Caltech-101 [9], Caltech-256 [13], and the 600 most popular
entities from ImageNet [7]. To evaluate the usability com-
pared to the capture-to-search mode, we also use a small
number of nouns based on their popularity in Flickr (i.e.,
frequency of tags), including landmark, product, celebrities,
and event. For each entity, we searched the top 500 images
from the search engine. The combinations of each pair of
entities were also issued as the queries to collect more com-
prehensive data. In order to cover more possible entities, we
also included half a million Flickr images into our database.
In total, there are about 1.5 million images in the database.
It is challenging to index a large number of images by con-
sidering the grids in the targeted images. In JIGSAW, we
first use the entities extracted from the speech to filter the
images and keep about 1,000 images as candidates for the
subsequent steps.

accordion panda, bamboo

Jeep, grass, cloud Bridge, building, water, sky

Figure 6: Examples of four composite visual queries.

Table 3: Distribution of the number of components.
# of components (entities) 1 2 3 4

# of test queries 40 30 20 10

5.1 Evaluation of Visual Search
To test the performance of image search in JIGSAW, 100

queries were collected as the query set. These queries in-
cluded 42 concepts used in [31]. Furthermore, we collected
some queries from search history in JIGSAW. For queries
with more than one component, since not each combination
has possible search results, we only selected 58 queries. Fig-
ure 6 shows some examples of these queries. As short queries
are dominant in the search query logs, we leveraged more
short queries in the experiment. Table 3 lists the number of
queries with different number of terms.

We compared search performance among text-based im-
age searches, the algorithm in the Concept Map [31], and the
proposed JIGSAW. Six people with technical backgrounds
were invited to evaluate the system. They tried the system
and got familiar with it at first. Then they were asked to
label the search results. Images were organized into three
levels: 0—not relevant, 1—relevant, 2—very relevant. Each
image was labeled by at least three different subjects. The
median score was used as the ground truth. The Normal-
ized Discounted Cumulative Gain (NDCG) [17] was used
to evaluate the search performance. Limited by the screen
size and bandwidth, mobile phones can display much fewer
images than a PC, making the top ranked images crucial.
NDCG scores are calculated based on the top 20 images.

Figure 7 shows the NDCG for different search methods un-
der different numbers of keywords. Text based image search
had the worst performance under all settings because the
text-based search was not able to understand the image con-
tent only based on text queries, and user intent cannot be
well expressed through a piece of text. We also included
more common combinations of three keywords, so that the
performance of text-based results were a little higher than
that of two keywords. JIGSAW is also better than Concept
Map because it can consider the spatial representation of the
region. In the case of a single keyword, JIGSAW is better



(a) one keyword (b) two keywords

(c) three keywords (d) four keywords

(e) average

Figure 7: Comparison of the image search perfor-
mance among three different approaches.

than Concept Map because JIGSAW uses combined grids in-
stead of separated grids. The performance of JIGSAW and
Concept Map get closer as the number of keywords increases
because the intended regions become similar.

5.2 Subjective Evaluation of Usability
We invited 12 subjects to use our system on mobile phones.

These subjects consist of two female and ten male college
students, with the ages ranging from 22 to 27. Half of them
already had some experience with multi-touch devices, while
three of them had never used smart phones before. Two sub-
jects had experience with visual search on mobile phones and
one had experience with speech search on mobile phones.
However, after three minutes of orientation and demonstra-
tion of JIGSAW, all of them became sufficiently familiar
with how to use the system. Three of them felt the interface
was very cool when they first saw it. Some of them were even
surprised when they found that position and size affected the
search results. Most of them were able to get familiar with
our system within three to five minutes by completing one or
two search trials. It is worth noting that among all subjects,
one had difficulty typing on the touch screen, so he felt that
speech input greatly helped him. Through the orientation,
we found that the JIGSAW is acceptable for most of the
subjects.

After learning the system well, they were asked to accom-
plish some tasks. In each task, one subject randomly choose
a keyword from the 1,000 candidates. They first worked on
a computer typing the keyword in the text search engine
and picked one image within the top 500 results which they
found interesting. They were then required to use JIGSAW
to find the same image or similar images that satisfied them.
We asked them to use a voice query first along with text if
necessary, and choose visually similar exemplary image(s)

Figure 8: The time distribution for different users
to complete a task.

Table 4: A summary of user study by comparing
three mobile apps: (a) Google Image, (b) Google’s
Goggles, and (c) JIGSAW. Each metric is rated from
1 to 5 indicating the worst to the best level.

#Q Question (a) (b) (c)

1 attractiveness (overall) 2.5 3.5 4.7
2 naturalness (overall) 3.5 3.9 4.1
3 enjoyability (overall) 2.6 3.7 4.5
4 efficiency (overall) 3.0 3.7 3.9
5 input method (overall) 2.5 3.8 4.2

interaction 2.3 3.7 4.6
6 + novelty 1.8 3.5 4.6
7 + naturalness 2.8 3.5 3.8
8 + user friendly 3.1 3.5 3.8
9 + efficiency 3.1 3.4 3.9

10 + clarity of intent 2.8 3.6 4.4
11 effectiveness of search results 2.8 3.5 3.9
12 preference 3.2 4.0 4.1
13 ease to use 2.0 3.3 3.9
14 operation 2.8 3.3 4.2

by putting it on the canvas at their intended position. One,
two, and three entities were used separately to search im-
ages, resulting in 36 tasks in total. In the experiment, only
two tasks failed to find the desired images (i.e., the tar-
get image did not appear in top 40 results). In 20 tasks,
the desired images were in the top 10 results. The time
distribution required to successfully complete each task are
shown in Figure 8. A questionnaire was also filled out by
each user, asking for participants’ input on usability, user
friendliness, natural experience, and so on. Through these
tasks, all of the subjects found JIGSAW successfully facili-
tates their search intent.

According to our observations, to successfully complete a
search task with one keyword usually takes about 30 sec.
Each failed trial or extra effort will increase the time by
about 20 sec. While according to [14], a typical image search
on PC by text query requires about 140 sec. The average
response time and number of operations are 1.9 sec. and
9.8 for one entity, 3.6 sec. and 16.6 for two entities, and
7.1 sec. and 26.9 for three, respectively. These show that
JIGSAW can play a positive role in accelerating the image
search process on mobile phones.

A quantitative evaluation comparing three applications
(i.e., Google image search, Goggles, and JIGSAW) are listed
in Table 4. This shows the advantage of JIGSAW over
traditional text-based image search and the complementary
power of capture-to-search applications. All of the subjects
thought that JIGSAW is attractive and an effective comple-
ment to text-based search modes. 83% thought the compos-
ite visual query helped them to find images, and the interface
is user friendly, and the process is enjoyable. 75% thought
this system is natural and better to use than a text-based



Figure 9: Some visual examples of JIGSAW results.

search engine. 67% think the voice input is easy to use.
Moreover, they are looking forward to new features from
JIGSAW, such as color selection or photo capturing. When
asked whether they would install this application on their
own smartphones, they gave a positive response with 3.9/5.0
on average, indicating that most of them would like to in-
stall and use it. Some also hope they would use it on a larger
touchscreen. In addition, after an introduction of other vi-
sual search systems (e.g., Goggles), all subjects claimed that

they would like to use both JIGSAW and other visual search
systems to conduct searches for different scenarios.

5.3 Complexity Analysis
We tested the response time with the 100 queries. Fig-

ure 10 shows the time consumption with different numbers
of keywords. The image search component does not spend
much memory. For example, a single keyword with 1,000
candidate images (histograms) needs to be loaded onto the
memory. The average number of sift points is 300 per im-



Figure 10: The system response time with different
numbers of keywords.

age. Although with the color and edge descriptors, it takes
3.3Kb for each image and 3 Mb for all the 1,000 candidate
images in total. This number will increase as the number of
keywords increase because of the candidate images. When
the number of keywords increases, more components need to
be checked, which also multiples the search time. As shown
in Figure 10, the time consumption is roughly linear to the
number of keywords. Further optimization can be done to
reduce the time consumption.

5.4 Visual Examples
In Figure 9, we show some results of JIGSAW, includ-

ing the user intent which cannot be clearly expressed in the
traditional text-based search engine. Such kinds of tasks
cannot be accomplished in the capture-to-search mode.

6. CONCLUSIONS
We have proposed an interactive mobile visual search sys-

tem which enables users to formulate their search intent
through natural interaction with mobile devices. The pro-
posed system, called JIGSAW, represents the first study
on mobile visual search by taking the advantages of multi-
modal and multi-touch functionalities on the phone. Our
experiments show that JIGSAW is an effective complement
to existing mobile search applications, especially in cases
where users only have partial visual features in mind for
what they want to find. User’s search experience on the
phone is significantly improved by JIGSAW as it provides a
game-like user interface for query formulation. Our future
work will include: 1) deploying JIGSAW to tablet systems
to create a better user experience, 2) leveraging user behav-
iors during interaction for better search performance, and 3)
expanding entity lexicon to handle more queries.
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