1. Introduction

Though probabilistic model checkers such as PRISM [10] have been built to analyze a variety of probabilistic models such as discrete and continuous Markov chains, they primarily check for conformance of satisfaction of probabilistic temporal logic formulas (such as PCTL or PLTL) by these models, which limits their applications to the formal methods community, and in analyzing system reliability and performance. In contrast, the machine learning community at large has focused on computing quantities such as maximum likelihood estimates or posterior probabilities for models, and such inferences have applications in a variety of domains such as information retrieval, speech recognition, computer vision, coding theory and biology. In this paper, we argue that static and dynamic program analysis techniques can indeed be used to infer such quantities of interest to the machine learning community, thereby providing a new and interesting domain of application for program analysis.

Probabilistic models, particularly those with causal dependencies, can be succinctly written as probabilistic programs. Recent years have seen a proliferation of languages for writing such probabilistic programs, as well as tools and techniques for performing inference over these programs [5, 6, 8, 9, 11, 13]. Inference approaches can be broadly classified as static or dynamic — static approaches compile the probabilistic program to a probabilistic model such as a graphical model and then perform inference over the graphical model [8, 9, 11] exploiting its structure. On the other hand, dynamic approaches work by running the program several times using sampling to generate values, and perform inference by computing statistics over the results of several such runs [6, 13]. We believe that ideas from the areas of static and dynamic analysis of programs can be profitably used for the purpose of inference over probabilistic programs, and hence can find applications in inference for machine learning.

2. Probabilistic Programs

We first introduce probabilistic programs and probabilistic inference in this section. The next section argues that inference can be performed using static and dynamic program analysis.

Probabilistic programs are imperative programs with two added constructs (1) the ability to draw values at random from distributions, and (2) the ability to condition values of variables in a program through observations. We introduce probabilistic programs and inference using a series of examples.

Consider Example 1 in Figure 1. Intuitively, this program tosses two fair coins (simulated by drawing from a Bernoulli random variable with mean 0.5), assigns the outcomes of these coin tosses to c1 and c2 respectively, and returns the values of the two variables c1 and c2. The program represents a probability distribution over Bernoulli variables c1 and c2, where Pr(c1=false,c2=false) = Pr(c1=true,c2=true) = Pr(c1=true,c2=false) = Pr(c1=false,c2=true) = 1/4.

Next, consider Example 2 in Figure 1. In this program, in addition to tossing the two coins and assigning the outcomes to c1 and c2, we have the statement observe(c1 || c2). The semantics of the observe statement classifies runs which satisfy the boolean expression c1||c2 as valid runs. Runs that do not satisfy c1||c2 are classified as invalid runs. The program specifies the generated distribution over the values of the variables (c1, c2) conditioned over valid runs, which is given by Pr(c1=false,c2=false) = 0, and Pr(c1=false,c2=true) = Pr(c1=true,c2=false) = Pr(c1=true,c2=true) = 1/3.

Next, consider Example 3 in Figure 2. This program initializes b to true and c to the outcome of tossing a coin. Then, it loops until c becomes false, toggling b and assigning to c the result from a fresh coin-toss in every iteration of the loop. The while-loop terminates with probability 1, since for the loop to not terminate, c should be always assigned true from the coin toss, the probability of which decreases exponentially with the number of iterations. The program specifies the generated distribution over the values of the variables (b, c) given by: Pr(b=true,c=true) = 0, and Pr(b=false,c=true) = false, and Pr(b=true,c=false) = 2/3, and Pr(b=true,c=false) = 1/3. The probability Pr(b = true, c = false) is the probability that the
program executes the while loop an even number of times, given the summation \((1/2) + (1/8) + (1/32) + \cdots\), which converges to \(2/3\), and the probability \(Pr(b = true, c = false)\) is the probability that the program executes the while loop an odd number of time, given by the summation \((1/4) + (1/16) + (1/64) + \cdots\), which converges to \(1/3\).

Consider Example 4 in Figure 2. This program repeatedly assigns to \(c_1\) and \(c_2\) outcomes of fair coin tosses, in a loop, until the condition \((c_1 < c_2)\) becomes true. Thus, this program specifies the generated distribution over the variables \((c_1, c_2)\) given by: \(Pr(c_1=false, c_2=false) = 0\), and \(Pr(c_1=false, c_2=true) = Pr(c_1=true, c_2=false) = Pr(c_1=true, c_2=true) = 1/3\). The alert reader would notice that this distribution is identical to the distribution specified by Example 2. Though \texttt{observe} statements can be equivalently represented using \texttt{while} loops using a simple program transformation illustrated in this example, our inference algorithm handles \texttt{observe} statements more efficiently, when compared to loops. Also, there is no simple transformation that converts any \texttt{while} loop to an \texttt{observe} statement. Consequently, we have both \texttt{observe} statements and \texttt{while} loops in our language.

### 2.1 Inference

Calculating the distribution specified by a probabilistic program is called \textit{inference}. The inferred probability distribution is called \textit{posterior probability} distribution, and the initial guess made by the program is called the \textit{prior probability} distribution. One way to perform inference is to compile the probabilistic program to a probabilistic model [9] over which inference is performed using message passing algorithms such as belief propagation and its variants [12]. Alternatively, one can execute the program several times using sampling to execute probabilistic statements, and observe the values of the desired variables in valid runs [6], and compute statistics on the data to infer an approximation to the desired distribution.

### 3. Inference is analysis of probabilistic programs

Our key message is: \textit{inference is analysis of probabilistic programs}. We propose new directions for efficient inference of probabilistic programs based on techniques from static and dynamic analysis of programs:

**Static analysis** The semantics of a probabilistic program can be calculated exactly via the classic idea of symbolic execution. To achieve efficiency, we use Algebraic Decision Diagram (ADD) [1], a graphical data structure for compactly representing finite functions. Our algorithm consists of doing symbolic execution of the probabilistic program, maintaining at each step a symbolic representation of the joint distribution. Prior techniques for static inference are restricted to loop-free programs [4]. We are able to statically analyze probabilistic programs with loops using the idea of fixpoints from the program analysis and verification communities. Even for loop-free programs, we show that symbolic execution offers performance benefits over existing techniques. We are able to perform exact inference, and hence compute an answer with better precision than current techniques which use marginal distributions to scale. For very large programs, we show how to perform symbolic execution approximately and scale, retaining the scaling benefits of approximate techniques, and in many cases obtaining answers with better precision [3, 7].

**Dynamic analysis** Dynamic approaches (which are also called sampling based approaches) are widely used, since running a probabilistic program is natural, regardless of the programming language used to express the program. However, there are two main challenges with sampling based approaches. The first challenge is the quality and diversity of samples obtained from the joint probability distribution represented by the program. The main issue here is that there are many interdependent choices to be made during sampling, and choices that are unlikely apriori, may be highly likely aposteriori in light of observations or evidence. In the context of probabilistic programs, these choices correspond to exploring distinct paths in the program. Straightforward sampling of the program fails to sufficiently explore these paths, leading to poor estimated results. The second challenge for sampling from probabilistic programs (even along a single path) is that many samples that are generated during execution are ultimately rejected for not satisfying the observations. This is analogous to rejection sampling algorithms. In order to improve efficiency, it is desirable to avoid generating samples that are later rejected, to the extent possible. Our sampling algorithm uses program analysis in order to address both the above challenges. We choose paths using a path selection heuristic, which ensures that as we explore more paths the residual probability mass converges to zero. We show how to hoist observations using Dijkstra’s weakest preconditions to sampling statements, in order to avoid generating samples that are later rejected. Together, these techniques enable us to improve the quality and efficiency of sampling based estimation [2].
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