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#### Abstract

In this paper we propose a randomized block coordinate non-monotone gradient (RBCNMG) method for minimizing the sum of a smooth (possibly nonconvex) function and a block-separable (possibly nonconvex nonsmooth) function. At each iteration, this method randomly picks a block according to any prescribed probability distribution and typically solves several associated proximal subproblems that usually have a closed-form solution, until a certain sufficient reduction on the objective function is achieved. We show that the sequence of expected objective values generated by this method converges to the expected value of the limit of the objective value sequence produced by a random single run. Moreover, the solution sequence generated by this method is arbitrarily close to an approximate stationary point with high probability. When the problem under consideration is convex, we further establish that the sequence of expected objective values generated by this method converges to the optimal value of the problem. In addition, the objective value sequence is arbitrarily close to the optimal value with high probability. We also conduct some preliminary experiments to test the performance of our RBCNMG method on the $\ell_{1}$-regularized least-squares problem. The computational results demonstrate that our method substantially outperform the randomized block coordinate descent method proposed in [16].


Key words: Randomized block coordinate, composite minimization, non-monotone gradient method.

## 1 Introduction

Nowadays first-order (namely, gradient-type) methods are the prevalent tools for solving largescale problems arising in science and engineering. As the size of problems becomes huge, it is,

[^0]however, greatly challenging to these methods because gradient evaluation can be prohibitively expensive. Due to this reason, block coordinate descent (BCD) methods and their variants have been studied for solving various large-scale problems (see, for example, [3, 6, 28, 8, 22, $23,25,26,14,29,18,7,15,19,17,20]$ ). Recently, Nesterov [13] proposed a randomized BCD ( RBCD ) method, which is promising for solving a class of huge-scale convex optimization problems, provided that their partial gradients can be efficiently updated. The iteration complexity for finding an approximate solution is analyzed in [13]. More recently, Richtárik and Takáč [16] extended Nesterov's RBCD method [13] to solve a more general class of convex optimization problems in the form of
\[

$$
\begin{equation*}
\min _{x \in \Re^{N}}\{F(x):=f(x)+\Psi(x)\} \tag{1}
\end{equation*}
$$

\]

where $f$ is convex differentiable in $\Re^{N}$, and $\Psi$ is a block separable convex function. More specifically,

$$
\Psi(x)=\sum_{i=1}^{n} \Psi_{i}\left(x_{i}\right),
$$

where each $x_{i}$ denotes a subvector of $x$ with cardinality $N_{i},\left\{x_{i}: i=1, \ldots, n\right\}$ form a partition of the components of $x$, and each $\Psi_{i}: \Re^{N_{i}} \rightarrow \Re \cup\{+\infty\}$ is a closed convex function.

Given a current iterate $x^{k}$, the RBCD method [16] picks $i \in\{1, \ldots, n\}$ uniformly, and it solves a block-wise proximal subproblem in the form of:

$$
\begin{equation*}
d_{i}\left(x^{k}\right):=\arg \min _{d_{i} \in \Re^{N_{i}}}\left\{\left\langle\nabla_{i} f\left(x^{k}\right), d_{i}\right\rangle+\frac{L_{i}}{2}\left\|d_{i}\right\|^{2}+\Psi_{i}\left(x_{i}^{k}+d_{i}\right)\right\}, \tag{2}
\end{equation*}
$$

and sets $x_{i}^{k+1}=x^{k}+d_{i}\left(x^{k}\right)$ and $x_{j}^{k+1}=x_{j}^{k}$ for all $j \neq i$, where $\nabla_{i} f$ is the partial gradient of $f$ with respect to $x_{i}$ and $L_{i}>0$ is the Lipschitz constant of $\nabla_{i} f$ with respect to the norm $\|\cdot\|$. The iteration complexity for finding an approximate solution with high probability is initially established in [16] and it has recently been improved by Lu and Xiao [9]. One can observe that for $n=1$, the RBCD method becomes a classical proximal (full) gradient method with a "constant $1 / L$ " stepsize. It has been noticed that in practice this method converges much slower than the same type of methods but with a variable stepsize (e.g., spectral-type stepsize $[1,2,5,27,10]$ ). In addition, for the RBCD method [16], the random block is chosen uniformly at each iteration, which means each block is treated equally. Since the Lipschitz constants of the block gradients $\nabla_{i} f$ may differ much each other, it looks more plausible to choose the random block non-uniformly. We shall also mention that the above RBCD method is so far developed only for convex optimization problems. A natural question is whether this method can be extended to solve nonconvex optimization problems.

To address the aforementioned questions, we consider a class of (possibly nonconvex) nonlinear programming problems in the form of (1) that satisfy the following assumption:

Assumption $1 f$ is differentiable (but possibly nonconvex) in $\Re^{N}$. Each $\Psi_{i}: \Re^{N_{i}} \rightarrow \Re \cup$ $\{+\infty\}$ is a closed (but possibly nonconvex nonsmooth) function for $i=1, \ldots, n$.

For the above partition of $x \in \Re^{N}$, there is an $N \times N$ permutation matrix $U$ partitioned as $U=\left[U_{1} \cdots U_{n}\right]$, where $U_{i} \in \Re^{N \times N_{i}}$, such that

$$
x=\sum_{i=1}^{n} U_{i} x_{i}, \quad x_{i}=U_{i}^{T} x, \quad i=1, \ldots, n
$$

For any $x \in \Re^{N}$, the partial gradient of $f$ with respect to $x_{i}$ is defined as

$$
\nabla_{i} f(x)=U_{i}^{T} \nabla f(x), \quad i=1, \ldots, n .
$$

For simplicity of presentation, we associate each subspace $\Re^{N_{i}}$, for $i=1, \ldots, n$, with the standard Euclidean norm, denoted by $\|\cdot\|$.

Throughout this paper we assume that the set of optimal solutions of problem (1), denoted by $X^{*}$, is nonempty and the optimal value of (1) is denoted by $F^{\star}$. We also make the following assumption, which is imposed in $[13,16]$ as well.

Assumption 2 The function $F$ is bounded below in $\Re^{N}$ and uniformly continuous in $\Omega$, and moreover, the gradient of function $f$ is coordinate-wise Lipschitz continuous with constants $L_{i}>0$ in $\Re^{N}$, that is,

$$
\left\|\nabla_{i} f\left(x+U_{i} h_{i}\right)-\nabla_{i} f(x)\right\| \leq L_{i}\left\|h_{i}\right\|, \quad \forall h_{i} \in \Re^{n_{i}}, i=1, \ldots, n, \quad \forall x \in \Omega
$$

where

$$
\Omega \stackrel{\text { def }}{=}\left\{x \in \Re^{N}: F(x) \leq F\left(x^{0}\right)\right\}
$$

for some $x^{0} \in \Re^{n}$.
In this paper we propose a randomized block coordinate non-monotone gradient (RBCNMG) method for solving problem (1) that satisfies Assumptions (1) and (2). At each iteration, this method randomly picks a block according to any prescribed probability distribution and typically solves several associated proximal subproblems in the form of (2) with $L\|d\|^{2}$ replaced by $d^{T} H d$ for some positive definite matrix $H$ (see (4) for details) until a certain sufficient reduction on the objective function is achieved. Here, $H$ is an approximation of the restricted Hessian of $f$ with respect to the selected block, which can be, for example, estimated by the spectral method (e.g., see $[1,2,5,27,10]$ ). The resulting method is generally nonmonotone. We show that the sequence of expected objective values generated by this method converges to the expected value of the limit of the objective value sequence produced by a random single run. Moreover, the solution sequence generated by this method is arbitrarily close to an approximate stationary point with high probability. When the problem under consideration is convex, we further establish that the sequence of expected objective values generated by this method converges to the optimal value of the problem. In addition, the objective value sequence is arbitrarily close to the optimal value with high probability. We also conduct some preliminary experiments to test the performance of our RBCNMG method on the $\ell_{1}$-regularized least-squares problem. The computational results demonstrate that our
method substantially outperform the randomized block coordinate descent (RBCD) method proposed in [16].

This paper is organized as follows. In Section 2 we propose a RBCNMG method for solving problem (1) and analyze its convergence. In Section 3 we conduct numerical experiments to compare RBCNMG method with the RBCD method [16] for solving $\ell_{1}$-regularized leastsquares problem.

Before ending this section we introduce some notations that are used throughout this paper and also state a known fact. The space of symmetric matrices is denoted by $\mathcal{S}^{n}$. If $X \in \mathcal{S}^{n}$ is positive semidefinite (resp. definite), we write $X \succeq 0$ (resp. $X \succ 0$ ). Also, we write $X \succeq Y$ or $Y \preceq X$ to mean $X-Y \succeq 0$. The cone of positive symmetric definite matrices in $\mathcal{S}^{n}$ is denoted by $\mathcal{S}_{++}^{n}$. Finally, it immediately follows from Assumption 2 that

$$
\begin{equation*}
f\left(x+U_{i} h_{i}\right) \leq f(x)+\nabla_{i} f(x)^{T} h_{i}+\frac{L_{i}}{2}\left\|h_{i}\right\|^{2}, \quad \forall h_{i} \in \Re^{n_{i}}, i=1, \ldots, n, \quad \forall x \in \Omega . \tag{3}
\end{equation*}
$$

## 2 Randomized block coordinate non-monotone gradient method

Given a point $x \in \Re^{N}$ and a matrix $H_{i} \in \mathcal{S}_{++}^{n_{i}}$, we denote by $d_{H_{i}}(x)$ a solution of the following problem:

$$
\begin{equation*}
d_{H_{i}}(x):=\arg \min _{d}\left\{\nabla_{i} f(x)^{T} d+\frac{1}{2} d^{T} H_{i} d+\Psi_{i}(x+d)\right\}, \quad i=1, \ldots, n . \tag{4}
\end{equation*}
$$

## Randomized block coordinate non-monotone gradient (RBCNMG) method:

Let $x^{0}$ be given as in Assumption 2. Choose parameters $\eta>1, \sigma>0,0<\underline{\lambda} \leq \bar{\lambda}, 0<\underline{\theta}<\bar{\theta}$, integer $M \geq 0$, and $0<p_{i}<1$ for $i=1, \ldots, n$ such that $\sum_{i=1}^{n} p_{i}=1$. Set $k=0$.

1) Set $d^{k}=0$. Pick $i_{k}=i \in\{1, \ldots, n\}$ with probability $p_{i}$.
2) Choose $\theta_{k}^{0} \in[\underline{\theta}, \bar{\theta}]$ and $H_{i_{k}} \in \mathcal{S}^{n_{i_{k}}}$ such that $\underline{\lambda} I \preceq H_{i_{k}} \preceq \bar{\lambda} I$.
3) For $j=0,1, \ldots$

2a) Let $\theta_{k}=\theta_{k}^{0} \eta^{j}$. Solve (4) with $x=x^{k}, i=i_{k}, H_{i}=\theta_{k} H_{i_{k}}$ to obtain $d_{i_{k}}^{k}=d_{H_{i}}(x)$.
2b) If $d^{k}$ satisfies

$$
\begin{equation*}
F\left(x^{k}+d^{k}\right) \leq \max _{[k-M]^{+} \leq i \leq k} F\left(x^{i}\right)-\frac{\sigma}{2}\left\|d^{k}\right\|^{2} \tag{5}
\end{equation*}
$$

go to step 3).
3) Set $x^{k+1}=x^{k}+d^{k}$ and $k \leftarrow k+1$.
end
We first show that the inner iterations of the above RBCNMG method must terminate within a finite number of loops.

Lemma 2.1 Let $\left\{\theta_{k}\right\}$ be the sequence generated by the above $R B C N M G$ method. Then, there holds

$$
\begin{equation*}
\underline{\theta} \leq \theta_{k} \leq \eta\left(\max _{i} L_{i}+\sigma\right) / \underline{\lambda} \tag{6}
\end{equation*}
$$

Proof. It is clear that $\theta_{k} \geq \underline{\theta}$. We now show that $\theta_{k} \leq 2 \eta \max _{i} L_{i} /(1-\sigma)$. For any $\theta \geq 0$, let $d \in \Re^{N}$ be such that $d_{\left[i_{k}\right]}=d_{\theta H_{i_{k}}}\left(x^{k}\right)$ and $d_{i}=0$ for $i \neq i_{k}$. Using (3), (4), and the relation $H_{i_{k}} \succeq \underline{\lambda} I$, we have

$$
\begin{aligned}
F\left(x^{k}+d\right) & =f\left(x^{k}+d\right)+\Psi\left(x^{k}+d\right) \leq f\left(x^{k}\right)+\nabla_{i_{k}} f\left(x^{k}\right)^{T} d_{i_{k}}+\frac{L_{i_{k}}}{2}\left\|d_{i_{k}}\right\|^{2}+\Psi\left(x^{k}+d\right) \\
& =F\left(x^{k}\right)+\underbrace{\nabla_{i_{k}} f\left(x^{k}\right)^{T} d+\frac{\theta}{2} d^{T} H_{i_{k}} d+\Psi_{i_{k}}\left(x_{i_{k}}^{k}+d_{i_{k}}\right)-\Psi_{i_{k}}\left(x_{i_{k}}^{k}\right)}_{\leq 0}+\frac{L_{i_{k}}}{2}\|d\|^{2}-\frac{\theta}{2} d^{T} H_{i_{k}} d \\
& \leq F\left(x^{k}\right)+\frac{L_{i_{k}}-\theta \underline{\lambda}}{2}\|d\|^{2} .
\end{aligned}
$$

It then follows that whenever $\theta \geq\left(L_{i_{k}}+\sigma\right) / \underline{\lambda}$,

$$
\begin{equation*}
F\left(x^{k}+d\right) \leq F\left(x^{k}\right)-\frac{\sigma}{2}\|d\|^{2} \leq \max _{[k-M]^{+} \leq i \leq k} F\left(x^{i}\right)-\frac{\sigma}{2}\|d\|^{2} \tag{7}
\end{equation*}
$$

Suppose for contradiction that $\theta_{k}>\eta\left(\max _{i} L_{i}+\sigma\right) / \underline{\lambda}$. Then, $\theta:=\theta_{k} / \eta \geq\left(L_{i_{k}}+\sigma\right) / \underline{\lambda}$ and hence (7) holds for such $\theta$. It means that (5) still holds when replacing $\theta_{k}$ by $\theta_{k} / \eta$, which contradicts with our specific choice of $\theta_{k}$.

After $k$ iterations, the RBCNMG method generates a random output ( $x^{k}, F\left(x^{k}\right)$ ), which depends on the observed realization of random vector

$$
\xi_{k}=\left\{i_{0}, \ldots, i_{k}\right\}
$$

We define

$$
\begin{equation*}
\ell(k)=\arg \max _{i}\left\{F\left(x^{i}\right): i=[k-M]^{+}, \ldots, k\right\}, \quad \forall k \geq 0 . \tag{8}
\end{equation*}
$$

We next show that the expected value $\mathbf{E}_{\xi_{k}}\left[\left\|d^{k}\right\|\right] \rightarrow 0$ and $\mathbf{E}_{\xi_{k-1}}\left[F\left(x^{k}\right)\right]$ converges as $k \rightarrow \infty$. Before proceeding, we establish a technical lemma that will be used subsequently.
Lemma 2.2 Let $\left\{y^{k}\right\}$ and $\left\{z^{k}\right\}$ be two random sequences in $\Omega$ generated from the random vectors $\left\{\xi_{k-1}\right\}$. Suppose that

$$
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[\left\|y^{k}-z^{k}\right\|\right]=0
$$

Then there holds:

$$
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[\left|F\left(y^{k}\right)-F\left(z^{k}\right)\right|\right]=0, \quad \lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(y^{k}\right)-F\left(z^{k}\right)\right]=0
$$

Proof. From Assumption 2, we know that $F$ is uniformly continuous in $\Omega$. For any $\epsilon>0$, there exists $\delta_{\epsilon}>0$ such that $|F(x)-F(y)| \leq \epsilon / 2$, provided that $x, y \in \Omega$ satisfying $\|x-y\| \leq \delta_{\epsilon}$. Using this relation and the fact that $\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[\left\|\Delta^{k}\right\|\right]=0$, where $\Delta^{k}:=y^{k}-z^{k}$, we obtain that for sufficiently large $k$,

$$
\begin{align*}
\mathbf{E}_{\xi_{k-1}}\left[\left|F\left(y^{k}\right)-F\left(z^{k}\right)\right|\right]= & \mathbf{E}_{\xi_{k-1}}\left[\left|F\left(y^{k}\right)-F\left(z^{k}\right)\right| \mid\left\|\Delta^{k}\right\|>\delta_{\epsilon}\right] \mathbf{P}\left(\left\|\Delta^{k}\right\|>\delta_{\epsilon}\right) \\
& +\mathbf{E}_{\xi_{k-1}}\left[\left|F\left(y^{k}\right)-F\left(z^{k}\right)\right|\| \| \Delta^{k} \| \leq \delta_{\epsilon}\right] \mathbf{P}\left(\left\|\Delta^{k}\right\| \leq \delta_{\epsilon}\right)  \tag{9}\\
\leq & {\left[F\left(x^{0}\right)-\min _{x \in \Omega} F(x)\right] \frac{\mathbf{E}_{\xi_{k-1}}\left[\left\|\Delta^{k}\right\|\right]}{\delta_{\epsilon}}+\frac{\epsilon}{2} \leq \epsilon . }
\end{align*}
$$

Due to the arbitrarity of $\epsilon$, we see that the first statement of this lemma holds. The first statement together with the following well-known inequality

$$
\left|\mathbf{E}_{\xi_{k-1}}\left[F\left(y^{k}\right)-F\left(z^{k}\right)\right]\right| \leq \mathbf{E}_{\xi_{k-1}}\left[\left|F\left(y^{k}\right)-F\left(z^{k}\right)\right|\right]
$$

then implies that the second statement also holds.
We next show that the sequence of expected objective values generated by the RBCNMG method converges to the expected value of the limit of the objective value sequence produced by a random single run.

Theorem 2.3 Let $\left\{x^{k}\right\}$ and $\left\{d^{k}\right\}$ be the sequences generated by the above $R B C N M G$ method. Then, $\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k}}\left[\left\|d^{k}\right\|\right]=0$ and

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{k}\right)\right]=\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k)}\right)\right]=\mathbf{E}_{\xi_{\infty}}\left[F_{\xi_{\infty}}^{*}\right] \tag{10}
\end{equation*}
$$

where $\xi_{\infty}:=\left\{i_{1}, i_{2}, \cdots\right\}$ and

$$
F_{\xi_{\infty}}^{*}=\lim _{k \rightarrow \infty} F\left(x^{k}\right)
$$

Proof. By the definition of $x^{k+1}$ and (5), we see that $F\left(x^{k+1}\right) \leq F\left(x^{\ell(k)}\right)$, which together with (8) implies that $F\left(x^{\ell(k+1)}\right) \leq F\left(x^{\ell(k)}\right)$. It then follows that

$$
\mathbf{E}_{\xi_{k}}\left[F\left(x^{\ell(k+1)}\right)\right] \leq \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k)}\right)\right], \quad \forall k \geq 1
$$

Hence, $\left\{\mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k)}\right)\right]\right\}$ is non-increasing. Since $F$ is bounded below, so is $\left\{\mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k)}\right)\right]\right\}$. Therefore, there exists $F^{*} \in \Re$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k)}\right)\right]=F^{*} \tag{11}
\end{equation*}
$$

We first prove by induction that the following limits hold for all $j \geq 1$ :

$$
\begin{align*}
& \lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[\left\|d^{\ell(k)-j}\right\|\right]=0 \\
& \lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k)-j}\right)\right]=F^{*} \tag{12}
\end{align*}
$$

Indeed, using (5) and (8), we have

$$
\begin{equation*}
F\left(x^{k+1}\right) \leq F\left(x^{\ell(k)}\right)-\frac{\sigma}{2}\left\|d^{k}\right\|^{2}, \quad \forall k \geq 0 \tag{13}
\end{equation*}
$$

Replacing $k$ by $\ell(k)-1$ in (13), we obtain that

$$
F\left(x^{\ell(k)}\right) \leq F\left(x^{\ell \ell(k)-1)}\right)-\frac{\sigma}{2}\left\|d^{\ell(k)-1}\right\|^{2}, \quad \forall k \geq M+1 .
$$

In view of this relation, $\ell(k) \geq k-M$, and monotonicity of $\left\{F\left(x^{\ell(k)}\right)\right\}$, one can have

$$
F\left(x^{\ell(k)}\right) \leq F\left(x^{\ell(k-M-1)}\right)-\frac{\sigma}{2}\left\|d^{\ell(k)-1}\right\|^{2}, \quad \forall k \geq M+1
$$

Then we have

$$
\mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k)}\right)\right] \leq \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k-M-1)}\right)\right]-\frac{\sigma}{2} \mathbf{E}_{\xi_{k-1}}\left[\left\|d^{\ell(k)-1}\right\|^{2}\right], \quad \forall k \geq M+1
$$

Notice that

$$
\mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k-M-1)}\right)\right]=\mathbf{E}_{\xi_{k-M-2}}\left[F\left(x^{\ell(k-M-1)}\right)\right], \quad \forall k \geq M+2
$$

It follows from the above two relations that

$$
\mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k)}\right)\right] \leq \mathbf{E}_{\xi_{k-M-2}}\left[F\left(x^{\ell(k-M-1)}\right)\right]-\frac{\sigma}{2} \mathbf{E}_{\xi_{k-1}}\left[\left\|d^{\ell(k)-1}\right\|^{2}\right], \quad \forall k \geq M+2
$$

This together with (11) implies that

$$
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[\left\|d^{\ell(k)-1}\right\|^{2}\right]=0
$$

We thus have

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[\left\|d^{\ell(k)-1}\right\|\right]=0 \tag{14}
\end{equation*}
$$

One can also observe that $F\left(x^{k}\right) \leq F\left(x^{0}\right)$ and hence $\left\{x^{k}\right\} \subset \Omega$. Using this fact, (11), (14) and Lemma 2.2, we obtain that

$$
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k)-1}\right)\right]=\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k)}\right)\right]=F^{*}
$$

Therefore, (12) holds for $j=1$. Suppose now that it holds for some $j$. We need to show that it also holds for $j+1$. From (13) with $k$ replaced by $\ell(k)-j-1$, we have

$$
F\left(x^{\ell(k)-j}\right) \leq F\left(x^{\ell(\ell(k)-j-1)}\right)-\frac{\sigma}{2}\left\|d^{\ell(k)-j-1}\right\|^{2}, \quad \forall k \geq M+j+1 .
$$

By this relation, $\ell(k) \geq k-M$, and monotonicity of $\left\{F\left(x^{\ell(k)}\right)\right\}$, one can have

$$
F\left(x^{\ell(k)-j}\right) \leq F\left(x^{\ell(k-M-j-1)}\right)-\frac{\sigma}{2}\left\|d^{\ell(k)-j-1}\right\|^{2}, \quad \forall k \geq M+j+1
$$

Then we obtain that

$$
\mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k)-j}\right)\right] \leq \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k-M-j-1)}\right)\right]-\frac{\sigma}{2}\left\|d^{\ell(k)-j-1}\right\|^{2}, \quad \forall k \geq M+j+1
$$

Notice that

$$
\mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k-M-j-1)}\right)\right]=\mathbf{E}_{\xi_{k-M-j-2}}\left[F\left(x^{\ell(k-M-j-1)}\right)\right], \quad \forall k \geq M+j+2
$$

It follows from the above two relations that

$$
\mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k)-j}\right)\right] \leq \mathbf{E}_{\xi_{k-M-j-2}}\left[F\left(x^{\ell(k-M-j-1)}\right)\right]-\frac{\sigma}{2} \mathbf{E}_{\xi_{k-1}}\left[\left\|d^{\ell(k)-j-1}\right\|^{2}\right], \quad \forall k \geq M+j+2
$$

Using this relation, the induction hypothesis, (11), and a similar argument as above, we can obtain that

$$
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[\left\|d^{\ell(k)-j-1}\right\|\right]=0
$$

This relation together with Lemma 2.2 and the induction hypothesis yields

$$
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k)-j-1}\right)\right]=\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k)-j}\right)\right]=F^{*}
$$

Therefore, (12) holds for $j+1$ and the proof of (12) is completed.
For all $k \geq M+1$, we define

$$
\tilde{d}^{\ell(k)-j}= \begin{cases}d^{\ell(k)-j} & \text { if } j \leq \ell(k)-(k-M-1), \quad j=1, \ldots, M+1 \\ 0 & \text { otherwise },\end{cases}
$$

It is not hard to observe that

$$
\begin{gathered}
\left\|\tilde{d}^{\ell(k)-j}\right\| \leq\left\|d^{\ell(k)-j}\right\| \\
x^{\ell(k)}=x^{k-M-1}+\sum_{j=1}^{M+1} \tilde{d}^{\ell(k)-j} .
\end{gathered}
$$

It follows from (12) that $\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[\left\|\tilde{d}^{\ell(k)-j}\right\|\right]=0$ for $j=1, \ldots, M+1$, and hence

$$
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[\left\|\sum_{j=1}^{M+1} \tilde{d}^{\ell(k)-j}\right\|\right]=0
$$

This together with (12) and Lemma 2.2 implies that

$$
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{k-M-1}\right)\right]=\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k)}\right)\right]=F^{*}
$$

Notice that $\mathbf{E}_{\xi_{k-M-2}}\left[F\left(x^{k-M-1}\right)\right]=\mathbf{E}_{\xi_{k-1}}\left[F\left(x^{k-M-1}\right)\right]$. Combining these relations, we have

$$
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-M-2}}\left[F\left(x^{k-M-1}\right)\right]=F^{*}
$$

which is equivalent to

$$
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{k}\right)\right]=F^{*}
$$

In addition, it follows from (13) that

$$
\begin{equation*}
\mathbf{E}_{\xi_{k}}\left[F\left(x^{k+1}\right)\right] \leq \mathbf{E}_{\xi_{k}}\left[F\left(x^{\ell(k)}\right)\right]-\frac{\sigma}{2} \mathbf{E}_{\xi_{k}}\left[\left\|d^{k}\right\|^{2}\right], \quad \forall k \geq 0 \tag{15}
\end{equation*}
$$

Notice that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k}}\left[F\left(x^{\ell(k)}\right)\right]=\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k)}\right)\right]=F^{*}=\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k}}\left[F\left(x^{k+1}\right)\right] \tag{16}
\end{equation*}
$$

Using (15) and (16), we conclude that $\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k}}\left[\left\|d^{k}\right\|\right]=0$.
Finally, we claim that $\mathbf{E}_{\xi_{\infty}}\left[F_{\xi_{\infty}}^{*}\right]=F^{*}$. Indeed, by a similar argument as above, one can show that the limit of $\left\{F\left(x^{k}\right)\right\}$ exists and is finite. Hence, $F_{\xi_{\infty}}^{*}$ is well-defined for all $\xi_{\infty}$ and moreover the random sequence $\left\{F\left(x^{k}\right)\right\}$ converges to $F_{\infty}^{*}$ with probability one as $k \rightarrow \infty$. It then implies that $\left\{F\left(x^{k}\right)\right\}$ converges to $F_{\infty}^{*}$ in probability, that is, for any $\epsilon>0$,

$$
\lim _{k \rightarrow \infty} \mathbf{P}\left(\xi_{\infty}:\left|F\left(x^{k}\right)-F_{\infty}^{*}\right| \geq \epsilon\right)=0
$$

Notice that $F$ is bounded below in $\Re^{N}$ and $F\left(x^{k}\right) \leq F\left(x^{0}\right)$. Hence, there exists some $c>0$ such that $\left|F\left(x^{k}\right)\right| \leq c$ and $\left|F_{\infty}^{*}\right| \leq c$ for all $\xi_{\infty}$. It then follows that for any $\epsilon>0$ and $k \geq 0$,

$$
\begin{aligned}
\mathbf{E}_{\xi_{\infty}}\left[\left|F\left(x^{k}\right)-F_{\infty}^{*}\right|\right]= & \mathbf{E}_{\xi_{\infty}}\left[\left|F\left(x^{k}\right)-F_{\infty}^{*}\right|| | F\left(x^{k}\right)-F_{\infty}^{*} \mid \geq \epsilon\right] \mathbf{P}\left(\xi_{\infty}:\left|F\left(x^{k}\right)-F_{\infty}^{*}\right| \geq \epsilon\right) \\
& +\mathbf{E}_{\xi_{\infty}}\left[\left|F\left(x^{k}\right)-F_{\infty}^{*}\right|| | F\left(x^{k}\right)-F_{\infty}^{*} \mid<\epsilon\right] \mathbf{P}\left(\xi_{\infty}:\left|F\left(x^{k}\right)-F_{\infty}^{*}\right|<\epsilon\right) \\
\leq & 2 \mathbf{P}\left(\xi_{\infty}:\left|F\left(x^{k}\right)-F_{\infty}^{*}\right| \geq \epsilon\right) c+\epsilon .
\end{aligned}
$$

Letting $k \rightarrow \infty$ and $\epsilon \rightarrow 0$ on both sides of the above inequality, we have

$$
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{\infty}}\left[\left|F\left(x^{k}\right)-F_{\infty}^{*}\right|\right]=0
$$

which implies that

$$
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{\infty}}\left[F\left(x^{k}\right)-F_{\infty}^{*}\right]=0
$$

As shown above, $\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{k}\right)\right]$ exists and so does $\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{\infty}}\left[F\left(x^{k}\right)\right]$ due to

$$
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{k}\right)\right]=\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{\infty}}\left[F\left(x^{k}\right)\right]
$$

Combining the above two relations, we conclude that $\mathbf{E}_{\xi_{\infty}}\left[F_{\infty}^{*}\right]$ is well-defined and moreover,

$$
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{k}\right)\right]=\mathbf{E}_{\xi_{\infty}}\left[F_{\infty}^{*}\right]
$$

This completes our proof.
We next show that when $k$ is sufficiently large, $x^{k}$ is arbitrarily close to an approximate stationary point of (1) with high probability.

Theorem 2.4 Let $\bar{d}^{k, i}$ denote the vector $d^{k}$ obtained in Step (2) of the RBCNMG method when $i_{k}=i$ is chosen for $i=1, \ldots, n$, and $\bar{d}^{k}=\sum_{i=1}^{n} \bar{d}^{k, i}$. Then there hold:
(i)

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[\left\|\bar{d}^{k}\right\|\right]=0, \quad \quad \lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[\operatorname{dist}\left(-\nabla f\left(x^{k}+\bar{d}^{k}\right), \partial \Psi\left(x^{k}+\bar{d}^{k}\right)\right)\right]=0 \tag{17}
\end{equation*}
$$

(ii) For any $\epsilon>0$ and $\rho \in(0,1)$, there exists $K$ such that for all $k \geq K$, $\mathbf{P}\left(\max \left\{\left\|x^{k}-\bar{x}^{k}\right\|,\left|F\left(x^{k}\right)-F\left(\bar{x}^{k}\right)\right|, \operatorname{dist}\left(-\nabla f\left(\bar{x}^{k}\right), \partial \Psi\left(\bar{x}^{k}\right)\right)\right\} \leq \epsilon\right.$ for some $\left.\bar{x}^{k}\right) \geq 1-\rho$.

Proof. (i) We observe from (5) that

$$
F\left(x^{k}+\vec{d}^{k, i}\right) \leq F\left(x^{\ell(k)}\right)-\frac{\sigma}{2}\left\|\bar{d}^{k, i}\right\|^{2}
$$

It follows that

$$
\begin{aligned}
\mathbf{E}_{i_{k}}\left[F\left(x^{k}+\bar{d}^{k, i}\right)\right] & =\sum_{i=1}^{n} p_{i} F\left(x^{k}+\bar{d}^{k, i}\right) \leq F\left(x^{\ell(k)}\right)-\frac{\sigma}{2} \sum_{i=1}^{n} p_{i}\left\|\bar{d}^{k, i}\right\|^{2} \\
& \leq F\left(x^{\ell(k)}\right)-\frac{1}{2} \sigma\left(\min _{i} p_{i}\right) \sum_{i=1}^{n}\left\|\bar{d}^{k, i}\right\|^{2}
\end{aligned}
$$

Hence, we obtain that

$$
\mathbf{E}_{\xi_{k}}\left[F\left(x^{k+1}\right)\right] \leq \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{\ell(k)}\right)\right]-\frac{1}{2} \sigma\left(\min _{i} p_{i}\right) \sum_{i=1}^{n} \mathbf{E}_{\xi_{k-1}}\left[\left\|d^{k, i}\right\|^{2}\right]
$$

which together with (10) implies that

$$
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[\left\|\bar{d}^{k, i}\right\|\right]=0, \quad i=1, \ldots, n
$$

It immediately follows from the above equalities that the first relation of (17) holds.
Let $\bar{\theta}_{k, i}$ denote the value of $\theta_{k}$ obtained in Step (2) of the RBCNMG method when $i_{k}=i$ is chosen for $i=1, \ldots, n$. From Lemma 2.1, we see that $\bar{\theta}_{k, i}$ satisfies (6) for all $k$ and $i$. By the definition of $\bar{d}^{k, i}$ and (4), we observe that

$$
\bar{d}^{k}=\arg \min _{d}\left\{\nabla f\left(x^{k}\right)^{T} d+\frac{1}{2} \sum_{i=1}^{n} d_{i}^{T^{-}}\left(\theta_{k, i} H_{i}\right) d_{i}+\Psi\left(x^{k}+d\right)\right\}
$$

for some $\underline{\lambda} I \preceq H_{i} \preceq \bar{\lambda} I, i=1, \ldots, n$. By the first-order optimality condition (see, for example, Proposition 2.3.2 of [4]), one can have

$$
\begin{equation*}
0 \in \nabla f\left(x^{k}\right)+H \bar{d}^{k}+\partial \Psi\left(x^{k}+\bar{d}^{k}\right) \tag{18}
\end{equation*}
$$

where $H$ is a block diagonal matrix consisting of $\bar{\theta}_{k, 1} H_{1}, \ldots, \bar{\theta}_{k, n} H_{n}$ as its diagonal blocks. It follows from (6) and the fact $\underline{\lambda} I \preceq H_{i} \preceq \bar{\lambda} I$ for all $i$ that

$$
\underline{\lambda} I \preceq H \preceq\left(\bar{\lambda} \eta\left(\max _{i} L_{i}+\sigma\right) / \underline{\lambda}\right) I
$$

and hence,

$$
\begin{equation*}
\left\|H \bar{d}^{k}\right\| \leq\left(\bar{\lambda} \eta\left(\max _{i} L_{i}+\sigma\right) / \underline{\lambda}\right)\left\|\bar{d}^{k}\right\| \tag{19}
\end{equation*}
$$

By Lemma 2 of Nesterov [13] and Assumption 2, we see that

$$
\left\|\nabla f\left(x^{k}+\bar{d}^{k}\right)-\nabla f\left(x^{k}\right)\right\| \leq\left(\sum_{i=1}^{n} L_{i}\right)\left\|\bar{d}^{k}\right\|
$$

Using this relation along with (18) and (19), we obtain that

$$
\operatorname{dist}\left(-\nabla f\left(x^{k}+\bar{d}^{k}\right), \partial \Psi\left(x^{k}+\bar{d}^{k}\right)\right) \leq\left(\bar{\lambda} \eta\left(\max _{i} L_{i}+\sigma\right) / \underline{\lambda}+\sum_{i=1}^{n} L_{i}\right)\left\|\bar{d}^{k}\right\|
$$

which together with the first relation of (17) implies that the second statement of (17) also holds.
(ii) Let $\bar{x}^{k}=x^{k}+\bar{d}^{k}$, where $\bar{d}^{k}$ is defined above. By statement (i), we know that $\mathbf{E}_{\xi_{k-1}}\left[x^{k}-\right.$ $\left.\bar{x}^{k}\right] \rightarrow 0$, which together with Lemma 2.2 implies that

$$
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[\left|F\left(x^{k}\right)-F\left(\bar{x}^{k}\right)\right|\right]=0
$$

Using this relation and statement (i), we then have

$$
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[\max \left\{\left\|x^{k}-\bar{x}^{k}\right\|,\left|F\left(x^{k}\right)-F\left(\bar{x}^{k}\right)\right|, \operatorname{dist}\left(-\nabla f\left(\bar{x}^{k}\right), \partial \Psi\left(\bar{x}^{k}\right)\right)\right\}\right]=0
$$

Statement (ii) immediately follows from this relation and the Markov inequality.
We finally show that when $f$ and $\Psi$ are convex functions, $F\left(x^{k}\right)$ can be arbitrarily close to the optimal value of (1) with high probability for sufficiently large $k$.

Theorem 2.5 Let $\left\{x^{k}\right\}$ be generated by the $R B C N M G$ method. Suppose that $f$ and $\Psi$ are convex functions. Assume that there exists a subsequence $K$ such that $\left\{\operatorname{dist}\left(x^{k}, X^{*}\right)\right\}_{K}$ is bounded almost surely (a.s.), where $X^{*}$ is the set of optimal solutions of (1). Then there hold:
(i)

$$
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{k}\right)\right]=\min _{x \in \Re^{N}} F(x)
$$

(ii) For any $\epsilon>0$ and $\rho \in(0,1)$, there exists $K$ such that for all $k \geq K$,

$$
\mathbf{P}\left(F\left(x^{k}\right)-\min _{x \in \Re^{N}} F(x) \leq \epsilon\right) \geq 1-\rho
$$

Proof. (i) Let $\vec{d}^{k}$ be defined in the premise of Theorem 2.4. It follows from Theorem 2.4 that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[\left\|\vec{d}^{k}\right\|\right]=0, \quad \lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[\left\|s^{k}\right\|\right]=0 \tag{20}
\end{equation*}
$$

for some $s^{k} \in \partial F\left(x^{k}+\bar{d}^{k}\right)$. Using Lemma 2.2 and Theorem 2.3, we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{k}+\vec{d}^{k}\right)\right]=\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{k}\right)\right]=F^{*} \tag{21}
\end{equation*}
$$

for some $F^{*} \in \Re$. Let $x_{*}^{k}$ be the projection of $x^{k}$ onto $X^{*}$. By the convexity of $F$, we then we have

$$
\begin{equation*}
F\left(x^{k}+\bar{d}^{k}\right) \leq F\left(x_{*}^{k}\right)+\left(s^{k}\right)^{T}\left(x^{k}+\bar{d}^{k}-x_{*}^{k}\right) \tag{22}
\end{equation*}
$$

One can observe that

$$
\begin{aligned}
\left|\mathbf{E}_{\xi_{k-1}}\left[\left(s^{k}\right)^{T}\left(x^{k}+\bar{d}^{k}-x_{*}^{k}\right)\right]\right| & \leq \mathbf{E}_{\xi_{k-1}}\left[\left|\left(s^{k}\right)^{T}\left(x^{k}+\bar{d}^{k}-x_{*}^{k}\right)\right|\right] \\
& \leq \mathbf{E}_{\xi_{k-1}}\left[\left\|s^{k}\right\|\left\|\left(x^{k}+\bar{d}^{k}-x_{*}^{k}\right)\right\|\right] \\
& \leq \sqrt{\mathbf{E}_{\xi_{k-1}}\left[\left\|s^{k}\right\|^{2}\right]} \sqrt{\mathbf{E}_{\xi_{k-1}}\left[\left\|\left(x^{k}+\bar{d}^{k}-x_{*}^{k}\right)\right\|^{2}\right]} \\
& \leq \sqrt{\mathbf{E}_{\xi_{k-1}}\left[\left\|s^{k}\right\|^{2}\right]} \sqrt{2 \mathbf{E}_{\xi_{k-1}}\left[\left(\operatorname{dist}\left(x^{k}, X^{*}\right)\right)^{2}+\left\|\bar{d}^{k}\right\|^{2}\right]}
\end{aligned}
$$

which together with (20) and the assumption that $\left\{\operatorname{dist}\left(x^{k}, X^{*}\right)\right\}_{K}$ is bounded a.s. implies that

$$
\lim _{k \in K \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[\left(s^{k}\right)^{T}\left(x^{k}+\vec{d}^{k}-x_{*}^{k}\right)\right]=0
$$

Using this relation, (21) and (22), we obtain that

$$
\begin{aligned}
\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{k}\right)\right] & =\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{k}+\bar{d}^{k}\right)\right]=\lim _{k \in K \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{k}+\bar{d}^{k}\right)\right] \\
& \leq \lim _{k \in K \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x_{*}^{k}\right)\right]=\min _{x \in \Re^{N}} F(x)
\end{aligned}
$$

and hence, $\lim _{k \rightarrow \infty} \mathbf{E}_{\xi_{k-1}}\left[F\left(x^{k}\right)\right]=\min _{x \in \Re^{N}} F(x)$.
(ii) Statement (ii) immediately follows from statement (i), the Markov inequality, and the fact that $F\left(x^{k}\right) \geq \min _{x \in \Re^{N}} F(x)$.

## 3 Computational results

In this section we study the numerical behavior of the RBCNMG method on the $\ell_{1}$-regularized least-squares problem:

$$
F^{*}=\min _{x \in \Re^{N}} \frac{1}{2}\|A x-b\|_{2}^{2}+\lambda\|x\|_{1}
$$

where $A \in \Re^{m \times N}, b \in \Re^{m}$, and $\lambda>0$ is a regularization parameter. We generated a random instance with $m=2000$ and $N=1000$ following the procedure described in [12, Section 6].


Figure 1: Comparison of different methods when the block-coordinates are chosen uniformly at random $\left(p_{i} \propto L_{i}^{\alpha}\right.$ with $\left.\alpha=0\right)$.

The advantage of this procedure is that an optimal solution $x^{\star}$ is generated together with $A$ and $b$, and hence the optimal value $F^{\star}$ is known. We compare the RBCNMG method with two other methods:

- The RBCD method with constant step sizes $1 / L_{i}$.
- The RBCD method with a block-coordinate-wise adaptive line search scheme that is similar to the one used in [12].

We choose the same initial point $x^{0}=0$ for all three methods and terminate the methods once they reach $F\left(x^{k}\right)-F^{\star} \leq 10^{-8}$.

Figure 1 shows the behavior of different algorithms when the block-coordinates are chosen uniformly at random. We used four different blocksizes, i.e., $N_{i}=1,10,100,1000$ respectively for all blocks $i=1, \ldots, N / N_{i}$. We note that for the case of $N_{i}=1000=N$ all three methods

|  | $N_{i}=1$ | $N_{i}=10$ | $N_{i}=100$ | $N_{i}=1000$ |
| :--- | :---: | :---: | :---: | :---: |
| RBCD | $21.7 / 2.1$ | $1763.3 / 24.2$ | $4700.8 / 12.4$ | $9144.0 / 21.5$ |
| RBCD-LS | $24.9 / 3.5$ | $147.9 / 3.5$ | $590.2 / 2.8$ | $1488.0 / 7.0$ |
| RBCNMG | $22.1 / 3.8$ | $69.7 / 1.8$ | $238.4 / 1.2$ | $806.0 / 4.5$ |

Table 1: $\alpha=0$ : number of $N$ coordinate passes $\left(k N_{i} / N\right)$ and running time (seconds).


Figure 2: Comparison of different methods when the block-coordinates are chosen with probability $p_{i} \propto L_{i}^{\alpha}$ with $\alpha=0.5$.
become a deterministic full gradient method. Table 1 gives the number of $N$ coordinate passes, i.e., $k N_{i} / N$, and time (in seconds) used by different methods.

In addition, Figures 2 and 3 show the behavior of different algorithms when the blockcoordinates are chosen according to the probability $p_{i} \propto L_{i}^{\alpha}$ with $\alpha=0.5$ and $\alpha=1$, respectively, while Tables 2 and 3 present the number of $N$ coordinate passes and time (in seconds) used by different methods to reach $F\left(x^{k}\right)-F^{\star} \leq 10^{-8}$ under these probability distributions.

Here we give some observations and discussions:

|  | $N_{i}=1$ | $N_{i}=10$ | $N_{i}=100$ | $N_{i}=1000$ |
| :--- | :---: | :---: | :---: | :---: |
| RBCD | $43.6 / 4.2$ | $1110.3 / 14.5$ | $4018.6 / 11.1$ | $9144.0 / 21.5$ |
| RBCD-LS | $55.0 / 8.2$ | $119.2 / 2.9$ | $522.1 / 2.3$ | $1488.0 / 7.0$ |
| RBCNMG | $56.6 / 9.6$ | $71.0 / 1.6$ | $231.5 / 1.1$ | $806.0 / 4.5$ |

Table 2: $\alpha=0.5$ : number of $N$ coordinate passes $\left(k N_{i} / N\right)$ and running time (seconds).


Figure 3: Comparison of different methods when the block-coordinates are chosen with probability $p_{i} \propto L_{i}^{\alpha}$ with $\alpha=1$.

- When the blocksize (batch size) $N_{i}=1$, these three methods behave similarly. The reason is that in this case, along each coordinate the function $f$ is one-dimension quadratic, different line search methods have roughly the same estimate of the partial Lipschitz constant, and uses roughly the same stepsize.
- When $N_{i}=N$, the behavior of the full gradient methods are the same for $\alpha=0,0.5,1$. That is, the last subplot in the three figures are identical.
- Increasing the blocksize tends to reduce the computation time initially, but eventually slows down again when the blocksize is too big.
- The total number of $N$ coordinate passes $\left(k N_{i} / N\right)$ is not a good indicator of computation time.
- The methods RBCD and RBCD-LS generally perform better when the block-coordinates are chosen with probability $p_{i} \propto L_{i}^{\alpha}$ with $\alpha=0.5$ than the other two probability distributions. Nevertheless, the RBCNMG method seems to perform best when the block-coordinates are chosen uniformly at random.
- Our RBCNMG method outperforms the other two methods when the blocksize $N_{i}>1$. Moreover, it is substantially superior to the full gradient method when the blocksizes are appropriately chosen.
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