
1 

A visual attention model for adapting 
images on small displays 

 
Liqun Chen 

Xing Xie 
Xin Fan 

Wei-Ying Ma 
Hong-Jiang Zhang 

Heqin Zhou 
 

2002-11-4 
 

Technical Report 
MSR-TR-2002-125 

 
 
 
 
 

Microsoft Research 
Microsoft Corporation 

One Microsoft Way 
Redmond, WA  98052 

 



2 

A visual attention model for adapting images 

on small displays 

LI-QUN CHEN1*, XING XIE2() ) , XIN FAN1*, WEI-YING MA2, HONG-JIANG ZHANG2, HE-QIN ZHOU1 

1Dept. of Automation, University of Science and Technology of China, Hefei, 230027, P.R.China 

E-mail: {lqchen80, van}@mail.ustc.edu.cn, hqzhou@ustc.edu.cn 
 

2Microsoft Research Asia, 3/F Sigma Center, No. 49 Zhichun Road, Beijing, 100080, P.R.China 

E-mail: {i-xingx, wyma, hjzhang}@microsoft.com 
Tel: +86-10-62617711 Ext. 3211 
Fax: +86-10-88097306 

 

Part of this work was originally presented in the 9th International Conference on Multi-
Media Modeling (MMM’03). 
 
*This work was conducted while the first and third authors were visiting students at 
Microsoft Research Asia. 
 

Abstract. Image adaptation, one of the essential problems in adaptive content delivery for 

universal access, has been actively explored for some time. Most existing approaches have focused 

on generic adaptation towards saving file size under constraints in client environment and hardly 

paid attention to user’s perception on the adapted result. Meanwhile, the major limitation on the 

user’s delivery context is moving from data volume (or time-to-wait) to screen size because of the 

galloping development of hardware technologies. In this paper, we propose a novel method for 

adapting images based on user attention. A generic and extensible image attention model is 

introduced based on three attributes (region of interest, attention value, and minimal perceptible 

size) associated with each attention object and a set of automatic modeling methods are presented 

to support this approach. A branch and bound algorithm is also developed to find the optimal 

adaptation efficiently. Experimental results demonstrate the usefulness of the proposed scheme 

and its potential application in the future. 
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1. Introduction 

As the Internet contents, client devices and user preferences continue to diversify, it is widely 

acknowledged that adaptive and customized information services are critical for Internet content 

providers to improve their quality of services by accommodating the large increasing variety of 

clients so as to attract customers. On the other hand, more and more client users in a 

heterogeneous environment wish all the information contents to be suitable for universal access 

[15, 20], i.e. one can access any information over any network from anywhere through any type of 

client device. 

Since a great deal of information on the Internet today is presented by visual contents, it is 

essential to make image adaptive to the various contexts of clients. At the same time, thanks to the 

galloping development of information technologies in both hardware and software, more and more 

new small devices with diverse capabilities, such as Handheld PC, Pocket PC, and Smartphone, 

are making a population boom on the Internet mobile clients other than the original Desktop PCs 

because of their portability and mobility. Although these client devices are becoming more and 

more powerful in both numerical computing and data caching, nevertheless, low bandwidth 

connections and small displays, the two crucial limitations on accessing the current Internet, are 

still a great obstruction to their extensive prevalence. The bandwidth condition is expected to be 

greatly improved with the development of 2.5G and 3G wireless networks, while the display size 

is more likely to remain unchanged due to the mobility requirement of these devices. In this paper, 

we’ d like to focus on the latter, that is, adapting images for devices with limited screen size. 

Many efforts have been put on visual content adaptation and related fields from quite 

different aspects including the JPEG and MPEG standards. The ROI coding scheme and 

Spatial/SNR scalability in JPEG 2000 [4] has provided a functionality of progressive encoding and 

display. It is useful for fast database access as well as for delivering different resolutions to 

terminals with different capabilities in terms of display and bandwidth. In the MPEG-7 

Multimedia Description Schemes [7, 8], Media Profile Description was proposed to refer to the 

different variations that can be produced from an original or master media depending on the values 

chosen for the coding, storage format, etc. Two components, MediaTranscodingHints D and 

MediaQuality D, of the Media Profile D are designed to provide information for content 

adaptation and reduce its computational complexity by specifying transcoding hints of the media 

being described and representing both subjective quality ratings and objective quality ratings, 

respectively. Currently, MPEG-21 starts to work on defining an adaptation framework named 

Digital Item Adaptation [9] for multimedia content including images. 

The image adaptation problem has also been studied by researchers for some time. A proxy-

based architecture to perform on-demand datatype-specific content adaptation was proposed in [5]. 

In particular, the authors have made image distillation (i.e. compression) to illustrate that 

adaptation is beneficial in saving data transmission time. They classified three areas of client 

variation: network, hardware and software; they also gave three sets of corresponding image 

distillation functions: file size reduction, color reduction, and format conversion. Smith J. R. et al. 

[17, 19] present an image transcoding system based on the content classification of image type and 
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image purpose. They first classify the images into image type and image purpose classes by 

analyzing the image characteristics, the related text and Web document context, and then based 

upon the analysis results, the transcoding system chooses among the trancoding functions that 

modify the images along the dimensions of spatial size, fidelity, and color, and that substitute the 

images with text. The authors of [6] proposed a framework for determining when/whether/how to 

transcode images in a HTTP proxy while focusing their research on saving response time by 

JPEG/GIF compression, which is determined by bandwidth, file size and transcoding delay. They 

discussed their practical policies in transcoding based on experience and simple rules. An analysis 

of the nature of typical Internet images and their transcoding characteristics was presented in [1] 

while focusing on file size savings. This work provided useful information to developers of a 

transcoding proxy server to choose the appropriate transcoding techniques when performing image 

adaptation. Recently, a new approach of ROI-based adaptation [13] has been investigated. Instead 

of treating an image as a whole, they manipulate each region-of-interest in the image separately, 

which allows delivery of the important region to the client when the screen size is small. This is 

the only work we have seen that has taken user perception into consideration. 

Although there have been so many approaches for adapting images, most of them only 

focused on compressing and caching contents in the Internet in order to reduce the data 

transmission and speed-up delivery. Hence, the results are often not consistent with human 

perception because of excessive resolution reduction or quality compression. Furthermore, it is 

worth to point out that the algorithms involving large number of adaptation rules or over-intensive 

computation makes them impracticable in the on-the-fly systems of adaptive content delivery. 

Aiming at solving the limitation in current algorithms while avoiding semantic analysis, in 

this paper, we present a generic image adaptation framework based on viewer’ s attention model. 

Attention is a neurobiological conception. It means the concentration of mental powers upon an 

object; a close or careful observing or listening, which is the ability or power to concentrate 

mentally. Computational attention allows us to break down the problem of understanding a content 

object into a series of computationally less demanding and localized analytical problems. Thus, it 

is powerful to the content analysis in adaptive content delivery by providing the exact information 

to facilitate the decision making of content adaptation. 

The computational attention methodologies have been studied by some researchers. The 

authors of [12] reviewed recent works on computational models of focal visual attention, and 

presented a bottom-up, saliency- or image-based visual attention system. By combining multiple 

image features into a single topographical saliency map, the attended locations are detected in the 

order of decreasing saliency by a dynamical neural network [10, 11]. A selective attention-based 

method for visual pattern recognition was presented in [18], together with promising results when 

applying this method in handwritten digit recognition and face recognition. Recently, Ma Y. F. et 

al. [16] presented a generic video attention model by integrating a set of attention models in video 

and applied such modeling in video summarization. 

In this paper, we propose a novel solution to generic image adaptation that dynamically 

modifies the image contents to optimally match the various screen sizes of client devices based on 

modeling of viewer’ s attention. The main contributions of our work are twofold: a new scheme to 
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model user attention in viewing images, and an efficient algorithm to apply such modeling in 

image adaptation and browsing. From the promising experimental results we obtained, we 

demonstrate the feasibility and efficiency of our approach. 

The rest of this paper is organized as follows: Section 2 introduces the framework of image 

attention model. In Section 3, several methods for automatic modeling user attention on visual 

features are presented. Section 4 describes in detail a new approach of image adaptation based on 

the attention model and the performance of adaptation is evaluated in a user study experiment with 

the results reported in Section 5. Finally, Section 6 gives the concluding remarks and discussions 

on future work. 

2. Attention model for image 

In this section, we give the definition of our visual attention model for image. This is the basis of 

our image adaptation algorithm. 

 

Definition 1: The visual attention model for an image is defined as a set of attention objects. 

{ } ( ){ } NiMPSAVROIAO iiii ≤≤= 1     , , ,  (1) 

where 

AOi,  the ith attention object within the image 

ROIi,  Region-Of-Interest of AOi 

AVi,  attention value of AOi 

MPSi,  minimal perceptible size of AOi 

N,   total number of attention objects in the image 

 

An attention object (AO) is an information carrier that delivers the author’ s intention and 

catches part of the user’ s attention as a whole. An attention object often represents a semantic 

object, such as a human face, a flower, a mobile car, a text sentence, etc. Generally, most 

perceptible information of an image can be located inside a handful of attention objects and at the 

same time these attention objects catch the most attentions of a user. Therefore, the image 

adaptation problem can be treated as manipulating attention objects to provide as much 

information as possible under resource constraints. We assign three attributes to each attention 

object, which are Region-Of-Interest (ROI), attention value (AV), and minimal perceptible size 

(MPS). Each of them is introduced in detail in the following. 

2.1. Region-Of-Interest 

We borrow the notion of ‘Region-Of-Interest (ROI)’  from JPEG 2000 [4], which is referred in our 

model as a spatial region or segment within an image that corresponds to an attention object. As 

shown in Figure 1, ROIs can be in arbitrary shapes. The ROIs of different attention objects are also 

allowed to overlap. Generally, a ROI can be represented by a set of pixels in the original image. 

However, regular shaped ROIs can be denoted by their geometrical parameters instead of pixel sets 



6 

for simplicity. For example, a rectangular ROI can be defined as {Left, Top, Right, Bottom} or 

{Left, Top, Width, Height}, while a circular ROI can be defined as {Center_x, Center_y, Radius}. 

 

Fig. 1. Different attention objects in an image 

2.2. Attention value 

Since different attention objects carry different amount of information, they are of different 

importance. Therefore, we introduce attention value (AV), a quantified value of user’ s attention on 

an attention object, as an indicator of the weight of each attention object in contribution to the 

information contained in the original image. 

2.3. Minimal perceptible size 

For image adaptation, we can apply resolution scaling, spatial cropping, quality compression, color 

reduction, and even text substitution to accommodate diverse client constraints. When fitting 

towards the small screen size, a natural and simple approach is directly down-sampling images to 

reduce their spatial sizes, but much information will be lost due to the resolution reduction. 

Obviously, the information of an attention object is significantly relying on its area of 

presentation. If an attention object is scaled down too much, it may not be perceptible enough to 

let users catch the information that authors intend to deliver. Therefore, we introduce the minimal 

perceptible size (MPS) to represent the minimal allowable spatial area of an attention object. The 

MPS is used as a threshold to determine whether an attention object should be sub-sampled or 

cropped during the adaptation. 

Suppose an image contains N number of attention objects, { }iAO , i = 1, 2 ..., N, where AOi 

denotes the ith attention object within the image. The MPS of AOi indicates the minimal 

perceptible size of AOi, which can be presented by the area of scaled-down region. For instance, 

consider an attention object containing a human face whose original resolution is 75x90 pixels. 

The author or publisher may define its MPS to be 25x30 pixels which is the smallest resolution to 

show the face region without severely degrading its perceptibility. 
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2.4. Attention model description 

Following the MediaProfile DS in MPEG-7 [8], the attention model description scheme syntax is 

described in Figure 2, which is extensible to various region shapes and prospective attributes in 

other models. 

 

<complexType name="ImageAttentionModelType"> 
<sequence > 

<element name="AO" type="AOType" minOccurs="0" maxOccurs="unbounded"/> 
</sequence > 

<attribute name="id" type="ID" use="optional"/> 
</complexType> 
 
<complexType name="AOType"> 

<choice> 
<element name="RectangleROI" type="RectangleRegionType"/> 
<element name="CircleROI" type="CircleRegionType"/> 
<element name="PolygonROI" type="PolygonRegionType"/> 

</choice> 
<attribute name="AV" type="float"/> 
<attribute name="MPS" type="float"/> 
<attribute name="id" type="ID" use="optional"/> 
<attribute name="note" type="string" use="optional"/> 

</complexType> 
 
<complexType name="RectangleRegionType"> 

<attribute name="RectLeft" type="nonNegativeInteger"/> 
<attribute name="RectTop" type="nonNegativeInteger"/> 
<attribute name="RectRight" type="nonNegativeInteger"/> 
<attribute name="RectBottom" type="nonNegativeInteger"/> 

</complexType> 
 
<complexType name="CircleRegionType"> 

<attribute name="CircleCenterX" type="nonNegativeInteger"/> 
<attribute name="CircleCenterY" type="nonNegativeInteger"/> 
<attribute name="CircleRadius" type="nonNegativeInteger"/> 

</complexType> 
 
<complexType name="PolygonRegionType"> 

<sequence > 
<element name="PolyV" type=" PolygonVertexType" minOccurs="3" maxOccurs="unbounded"/> 

</sequence > 
</complexType> 
 
<complexType name="PolygonVertexType"> 

<attribute name="PointX" type="nonNegativeInteger"/> 
<attribute name="PointY" type="nonNegativeInteger"/> 
<attribute name="id" type="ID" use="optional"/> 

</complexType> 

Fig. 2. Attention model description scheme syntax 

The description in Figure 3 presents the attention model of the example image shown in 

Figure 1 which contains four attention objects in different shapes, i.e. rectangle, circle, triangle, 

and hexagon, respectively. 
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<Model id="ExampleImage"> 
<AO id="AO1" AV="0.3" MPS="201"> 

<CircleROI CircleCenterX="39" CircleCenterY="39" CircleRadius="20"/> 
</AO> 
<AO id="AO2" AV="0.2" MPS="46" note="triangle"> 

<PolygonROI> 
<PolyV id="Point1" PointX="98" PointY="17"/> 
<PolyV id="Point2" PointX="81" PointY="46"/> 
<PolyV id="Point3" PointX="116" PointY="46"/> 

</PolygonROI> 
</AO> 
<AO id="AO3" AV="0.1" MPS="1178" note="rectangle"> 

<RectangleROI RectLeft="28" RectTop="92" RectRight="93" RectBottom="129"/> 
</AO> 
<AO id="AO4" AV="0.4" MPS="968" note="hexagon"> 

<PolygonROI> 
<PolyV id="Point1" PointX="88" PointY="65"/> 
<PolyV id="Point2" PointX="120" PointY="65"/> 
<PolyV id="Point3" PointX="136" PointY="93"/> 
<PolyV id="Point4" PointX="120" PointY="121"/> 
<PolyV id="Point5" PointX="88" PointY="121"/> 
<PolyV id="Point6" PointX="72" PointY="93"/> 

</PolygonROI> 
</AO> 

</Model> 

Fig. 3. An example description of image attention model built from Figure 1 

 

The image attention model can be manually pre-assigned by authors or publishers, which however 

could be labor intensive. A more plausible approach is to generate each attention object 

automatically and then build up the entire image attention model. For instance, the ROI of many 

semantic objects such as human faces and text units can be detected using some visual feature 

analysis algorithms and the AV and MPS values can be generated based on some predefined rules. 

3. Automatic attention modeling 

By analyzing an image, we can extract many visual features (including color, shape, and texture) 

that can be used to generate a saliency-based attention model as [18]. In addition, special objects 

like human faces and texts tend to attract most of user’ s attention. In this section, we discuss in 

detail a variety of visual attention models we used for modeling image attention and a framework 

to integrate them together. 

3.1. Saliency attention model 

Itti et al. have defined a saliency-based visual attention model for scene analysis [10]. In this 

paper, we adopt the approaches in [10] to generate the three channel saliency maps, color 

contrasts, intensity contrasts, and orientation contrasts by using the approaches proposed and then 

build the final saliency map using the iterative method proposed in [11]. 

As illustrated in [16], the saliency attention is determined by the number of saliency regions, 

and their brightness, area, and position in the gray saliency map, as shown in Figure 4. However, 
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in order to reduce adaptation time, similar to [16], we binarize the saliency map to find the regions 

that most likely attract human attention. That is, 

�
∈

⋅=
),(

,
,

Rji

ji
saliencyjisaliency WBAV  (2) 

where jiB ,  denotes the brightness of pixel point (i, j) in the saliency region R, ji
saliencyW ,  is the 

position weight of that pixel. Since people often pay more attentions to the region near the image 

center, a normalized Gaussian template centered at the image is used to assign the position weight. 

 

Fig. 4. Examples of saliency attention detection 

We use some heuristic rules to calculate the MPS of salient region. For example, bigger 

regions can be scaled down more aggressively than smaller ones, so their MPS is smaller in ratio. 

Since saliency maps are always in arbitrary shapes with little semantic meanings, a set of MPS 

ratios are predefined as the general MPS thresholds. 

3.2. Face attention model 

Face is one of the most salient characters of human beings and the appearance of dominant faces in 

images certainly attracts viewers’  attention. Therefore, face attention model should be integrated 

into the image attention model to enhance the performance. 

 

                                                                (a)                                                           (b) 

Fig. 5. (a) An example of face detection and (b) the position weight of the face model 

By employing the face detection algorithm in [14], we obtain the face information including 

the number of faces, and the pose, region, and position of each face. In our current system, seven 

face poses (with out-plane rotation) can be detected, from the frontal to the profile. Figure 5(a) 

shows an example of face detection in a photo. We observe that the importance of a detected face 

is usually reflected by its region size and position. Hence,  

pos
facefaceface WAreaAV ×=   (3) 
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where Areaface denotes the size of a detected face region and pos
faceW  is the weight of its position 

defined in Figure 5(b), which is the same as [16]. 

To our experience, a perceptible human face must be larger than a threshold to be recognized. 

So the MPS of face attention model can be predefined as an absolute area size. In our experiments, 

we define the MPS of face to be 25x30=750 pixels. 

3.3. Text attention model 

Similar to human faces, text regions also attract viewers’  attention in many situations. Thus, they 

are also useful in deriving image attention models. There have been so many works on text 

detection and recognition and the localization accuracy can reach around 90% for text larger than 

10 points. 

 

Fig. 6. Two examples of text detection 

By adopting the text detection module in [3], we can find most of the informative text regions 

inside images. Two examples of text detection are shown in Figure 6. Similar to the face attention 

model, the region size is also used to compute the attention value of a text region. In addition, we 

include the aspect ratio of region to the calculation in the consideration that important text headers 

or titles are often in an isolated single line with large heights whose aspect ratios are quite different 

from text paragraph blocks. The attention value is defined as 

oAspectRatitexttext WAreaAV ×=  (4) 

where Areatext denotes the size of a detected text region, and WAspectRatio is the weight of its aspect 

ratio generated by some heuristic rules. Different from face attention model, the position of text 

seldom indicates its importance, so that the position weight is not included here. The unit of text 

region can be a block, a sentence or even a single word depending on the granularity of text 

detection modules. 

Similar to the face attention model, the MPS of a text region can also be predefined according 

to the font size, which can be calculated by text segmentation from the region size of text. For 

example, the MPS of normal text can be assigned from a specific 10 points font size in height. This 

threshold can be adjusted according to different users or environments. 
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3.4. Attention model adjustment 

To combine multiple visual attention measurements, we need an adjustment on each attention 

value before integrating them together. Currently, we use a rule-based approach to modify the 

values because of its effectiveness and simplicity. For instance, if human faces or texts with large 

area are detected, their attention values should be considered more important than the saliency 

model because of the rich semantic meaning they carry. Otherwise, the saliency model is the 

determinative factor in the final attention model. The attention value of AO in each model should 

be first normalized to (0, 1) and the final attention value is computed as 

k
iki AVwAV ⋅=  (5) 

where wk is the weight of model k and k
iAV  is the normalized attention value of AOi detected in 

the model k, e.g. saliency model, face model, text model, or any other available model. 

Based on our observation, images from different applications do not catch viewers’  attention 

in the same way. For example, human faces in a home photo may attract most of viewers’  

attention, while they are far less noticeable in a scenery picture where the main purpose is to show 

the beautiful scene instead of some small faces captured in background. Thus, the weight wk of 

attention values in each model needs to be adjusted for different image purposes.  

We classify image functions into five different classes: news pictures, home photos, sports 

shots, artistic graphs, and scenery pictures, among which image authors or publishers can 

manually select an appropriate one to achieve the best adaptation results. For images belonging to 

each of these categories, different rules will be used to generate weights for attention value 

adjustment. 

It is also worth noticing that when adapting images contained in a composite document such 

as a Web page, the image contexts are quite influential to user’ s attention. Thus, it is important to 

accommodate this variation in modeling image attentions. In our previous work [2], an efficient 

Function-based Object Model (FOM) was proposed to understand author’ s intention for each 

object in a Web page. For example, images in a Web page may have different functions, such as 

information, navigation, decoration or advertisement, etc. By using FOM analysis, the context of 

an image can be detected to assist image attention modeling. 

Currently, the time cost for automatic modeling process is a bit large (usually 5~10s for an 

800x600 image on our PII 450 test bed with 128M memory). However, the automatic modeling 

results can be saved with the original images in the syntax we proposed in Section 2.4 for reuse. 

Therefore, we calculate the attention model only once at the first time. 

4. Attention-based image adaptation 

Based on the previously described image attention model, the image adaptation problem can be 

better handled to accommodate user’ s attention. In the following we will discuss a technique to 

transform the problem into integer programming and a branch-and-bound algorithm to find the 

optimal image adaptation under resource constraints on client devices. 
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4.1. Information fidelity 

Information fidelity is the perceptual ‘look and feel’  of a modified version of content object, a 

subjective comparison with the original version. The value of information fidelity is between 0 

(lowest, all information lost) and 1(highest, all information kept just as original). Information 

fidelity gives a quantitative evaluation of content adaptation that the optimal solution is to 

maximize the information fidelity of adapted content under different client context constraints. 

The information fidelity of an individual AO after adaptation is decided by various parameters 

such as spatial region size, color depth, ratio of compression quality, etc. 

For an image region R consisting of several AOs, the resulting information fidelity is the 

weighted sum of the information fidelity of all AOs in R. Since user’ s attention on objects always 

conforms to their importance in delivering information, we can directly employ attention values of 

different AOs as the informative weights of contributions to the whole perceptual quality. Thus, 

the information fidelity of an adapted result can be described as 

( ) �
⊂

⋅=
RROI

AOi
i

i
IFAVRIF  (6) 

4.2. Adapting images on small displays 

Given the image attention model, now let us consider how to adapt an image to fit into a small 

screen which is often the major limitation of mobile devices. We address the problem of making 

the best use of a target area T to represent images while maintaining their original spatial ratios. 

Various image adaptation schemes can be applied to obtain different results. For each adapted 

result, there is a corresponding unique solution which can be presented by a region R in the 

original image. In other words, an adapted result is generated from the outcome of scaling down its 

corresponding region R. As screen size is our main focus, we assume the color depth and 

compression quality does not change in our adaptation scheme. 

Because in most situations the target area is rectangular and smaller than the original region 

of adapted result, the region of result R is a rectangle in the following discussion. But note that our 

model does not require the target area to be a rectangle. 

According to Equation (6), an objective measure for the information fidelity of an adapted 

image can be formulated as follows: 

( )

( )( )�

�

⊂

⊂

−⋅⋅=

⋅=

RROI
iiRi

RROI
AOi

i

i
i

MPSROIrAV

IFAVR

sizeu     

IF

2
 

 (7) 

where ( )xu  is defined as 

( )
�
�
� ≥

=
otherwise         ,0

  if           1,
u

0x 
x  
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( )xsize  is a function which calculates the area of a ROI, and rR denotes the ratio of image scaling 

down, which can be computed as 

��
�

�
��
	



=

R

T

R

T
R Height

Height
Width
Width

r ,min  (8) 

Here, WidthT, HeightT, WidthR, and HeightR are the widths and heights of target area T and solution 

region R, respectively. As can be seen from Figure 7, when adapting an image to different target 

areas, the resulting solution regions may be different. 

 

Fig. 7. Different solution regions for different target areas 

We can use this quantitative value to evaluate all possible adaptation schemes to select the 

optimal one, that is, the scheme achieving the largest IF value. Taking the advantage of our image 

attention model, we transform the problem of making adaptation decision into the problem of 

searching a region within the original image that contains the optimal AO set (i.e. carries the most 

information fidelity), which is defined as follows: 

( )( ) ( )( )
��

�

�

��

�
�
�

−⋅⋅= �
⊂RROI

iiRi
R

i

MPSROIrAVR sizeu maxIFmax 2  (9) 

4.3. Image adaptation algorithm 

As we can see, for an image with width m and height n, the complexity for finding the optimal 

solution of (9) is O(m2n2) because of the arbitrary location and size of a region. Since m and n may 

be quite large, the computational cost could be expensive. However, since the information fidelity 

of adapted region is solely decided by its attention objects, we can greatly reduce the computation 

time by searching the optimal AO set before generating the final solution. 

4.3.1. Valid attention object set 

We introduce I as a set of AOs, { }NAOAOAOI ,..., 21⊂ . Thus, our first step of optimization is to 

find the AO set that carries the largest information fidelity after adaptation. Let us consider RI, the 

tight bounding rectangle containing all the AOs in I. We can first adapt RI to the target area T, and 

then generate the final result by extending RI to satisfy the requirements. 
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To our notice, not all of the AOs within a given region R can be perceptible when scaling 

down R to fit a target area T. To reduce the solution space, we define a valid attention object set as 

 

Definition 2: An attention object set I is valid if 

IAOr
ROI

MPS
iI

i

i ∈∀≤      ,
)size(

2  (10) 

where rI (rI is equivalent to
IRr in Equation (8) for simplicity) is the ratio of scaling down when 

adapting the tight bounding rectangle RI to T, which can be computed as below: 

��
�
�

�

�

��
�
�

	




−−
=

��
�

�
��
	



=

∈∈ ji
IAOAO

T

ji
IAOAO

T

I

T

I

T
I

TopBottom

Height

LeftRight

Width

Height
Height

Width
Width

r

jiji ,,

 
max

  ,
max

min   

 ,min

 (11) 

Here, WidthI and HeightI denote the width and height of RI, while Lefti, Righti, Topi, and Bottomi 

are the four bounding attributes of the ith attention object. 

rI in Definition 2 is used to check scaling ratio, which should be greater than 

( )ii ROIMPS size  for any AOi belonging to a valid I. This ensures that all AO included in I is 

perceptible after scaled down by a ratio rI. For any two AO sets I1 and I2, there has 

21 if ,
21

IIrr II ⊂≥ . Thus, it is straightforward to infer the following property of validity from 

Definition 2. 

 

Property 1: If 21 II ⊂  and 1I  is invalid, then 2I  is invalid. 

With our definition of valid attention object set, the problem of Equation (9) can be further 

simplified as follows: 
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As can be seen, this is a typical integer programming problem and the optimal solution can be 

found by a branch and bound algorithm. 

4.3.2. Branch and bound process 

As shown in Figure 8, let us consider a binary tree in which 

a)  Each level presents the inclusion of a different AO; 

b)  Each node denotes a different set of AOs; 

c)  Each bifurcation means the alternative of keeping or dropping the AO of next level. 
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Thus, the height of this AO tree is N, the number of AOs inside the image, and each leaf node in 

this tree corresponds a possible I. 

 

Fig. 8. The binary tree used for searching the optimal solution 

For each node in the binary AO tree, there is a boundary on the possible IF value it can 

achieve among all of its sub-trees. Obviously, the lower boundary is just the IF value currently 

achieved when none of the unchecked AOs can be added, that is, the sum of IF values of AOs 

included in current configuration. And the upper boundary is the addition of all IF values of those 

unchecked AOs after current level, in other words, the sum of IF values of all AOs in the image 

except those dropped before current level. 

Whenever the upper bound of a node is smaller than the best IF value currently achieved, the 

whole sub-tree of that node will be truncated. At the same time, for each node we check the ratio rI 

of its corresponding AO set I to verify its validity. If it is invalid, according to Property 1, the 

whole sub-tree of that node will also be truncated. By checking both the bound on possible IF 

value and the validity of each AO set, the computation cost is greatly reduced. 

We also use some techniques to reduce the time of traversal as listed below: 

• Arrange the AOs in a decreasing order of their AVs at the beginning of search, since in most 

cases only a few AOs contribute the majority of IF value. 

• While traveling along to a new level k, first check whether AOk is already included in current 

configuration. If so, just go on travel the branch of keeping AOk and prune the one of 

dropping AOk and all sub-branches. 

4.3.3. Transform to final adapted solution 

After finding the optimal AO set Iopt, we can generate different possible solutions according to 

different requirements by extending
optIR while keeping Iopt valid. 

If an image has some background information which is not included in the attention model, 

the adapted result should present a region as large as possible by extending 
optIR  as shown in 

Figure 9(a). The scaling ratio of final solution region should be ( )( )ii
IAO

I ROIMPSr
opti

opt
sizemaxmax

∈
=  

in order to keep Iopt valid as well as to obtain the largest area. Therefore, we extend 
optIR  to a 

region determined by max
optIr  and T, within the original image. 
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Fig. 9. Different solutions generated from a same image according to: (a) larger area, (b) higher resolution, and (c) larger 

area with rotation 

In other cases, as shown in Figure 9(b), the adapted images may be more satisfactory with 

higher resolution than larger area. Thus, we should extend 
optIR  similarly while keeping the 

scaling ratio at 
optIr  instead of max

optIr . However, it is worth noticing that in this situation, the scaled 

version of whole image will perhaps never appear in adapted results. 

To our observation, sometimes a better view can be achieved when the screen is rotated by a 

90 degree as shown in Figure 9(c) where '
optI  carries more information than optI . In this case, we 

compare the result with the one for the rotated target area, and then select the better one as the 

final solution. 

The complexity of this algorithm is exponential with the number of attention objects within 

an image in the worst case. However, our approach can be conducted efficiently, because the 

number of attention objects in an image is often less than a few dozens and the attention values are 

always distributed quite unevenly among attention objects. The experimental results in Section 5 

verified the efficiency of this algorithm. 

5. Experimental results 

We have implemented an adaptive image browser to validate the performance of our proposed 

schemes. With the image attention model and the corresponding adaptation algorithm, the browser 

down-samples the resolution and relocates the viewing region to achieve the largest information 

fidelity while preserving satisfying perceptibility. This browser provides not only the adapted view 

of important regions, but also the “cropped” parts of original image by scrolling, enabling the 

users to have the overall view of entire image. An image can be adapted to arbitrary display sizes 

as well as several typical different display resolutions in a set of devices including Desktop PC, 

Hand-held PC, Pocket PC, TV browser, and Smartphone. 
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                                                                  (a)                                                                                        (b) 

Fig. 10. The attention model of a home photo. (a) face and text detected, (b) saliency attention modeled 

    

                                                                  (a)                                                          (b) 

            

                                                         (c)                                                             (d)                               (e) 

Fig. 11. An example comparing the proposed attention model with the conventional approaches to adapt image. (a) direct 

down-sampling for Pocket PC, (b) attention-based method for Pocket PC, (c) a better adapted result by rotation for Pocket 

PC, (d) direct down-sampling for Smartphone, and (e) attention-based method for Smartphone 
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Figure 10 shows an image from a personal photo collection with all three models (face, text, 

and saliency) built automatically. The adapted images are shown in Figure 11, compared with the 

direct down-sampling method. As can be seen in Figure 11(a), the most informative text in the 

image is hardly recognizable because of down-sampling when fitting into the typical screen size of 

Pocket PCs (240x320 pixels). In contrast, our method provides a much clearer view of the text 

region together with the salient face as shown in Figure 11(b). If we take rotation into 

consideration, a better result is achieved in Figure 11(c) where both the text and salient face are 

visible. However, when the image is to be adapted for a further smaller display, such as 

Smartphone with 120x160 screen in Figure 11(d), the text regions are not perceptible any more 

due to the limitation of scaling ratio. In this case, we perform a search for the optimal adaptation 

based on the new constraint, which results in a solution of the center region that contains the 

detected face and the brightest saliency regions as shown in Figure 11(e). The highest information 

fidelity is achieved by this solution. 

Although many researchers have addressed the issue of image adaptation, still there is no 

objective measure to evaluate the performance of image adaptation systems. In this paper, we 

carry out a user study to evaluate the performance of our method. 

Fifteen volunteers were invited to give their subjective scores on the adapted results by our 

approach while comparing with results from direct down-sampling, the most common method. We 

choose test data from various types of images with different sizes many of which are obtained 

from popular Web sites, such as MSN, YAHOO, USATODAY, etc. 56 images, with sizes varying 

from 388x242 to 1000x1414, were selected as our test dataset 

The images were divided into two groups. The images of the first group were classified and 

modeled manually, while the images of the second group were automatically modeled without 

catogory classification. Two separate experiments were conducted to compare the automatic 

approach with the manual one. In both experiments, the subjects are required to give an 

assessment of being better, worse, or no difference to the adapted results by our approach 

compared with those by direct down-sampling method. Experimental results of manual and 

automatic modeling are listed in Table 1 and Table 2, respectively, where the percentages denote 

the average proportions of subjects’  assessments. 

As can be seen, in the first experiment, more than 71% of subjects consider our solution 

better than the conventional method and only 16% of them consider worse. However, it is worth 

noticing that in the scenery class, our approach had a quite low score compared with the direct 

scaling down method. It is actually reasonable because a scenery picture typically uses the entire 

picture to present a scene and its important information spreads out all over the picture. The result 

in the second experiment on automatic modeling is also satisfactory, although it is a bit worse than 

the manual one due to the immature detecting technologies. 

We also conducted an experiment on the efficiency of our algorithm by logging the 

computational time costs while making 10 times adaptation for each image. Here we only include 

the time cost for the searching procedure introduced in Section 4. Our test bed is a Dell OptiPlex 

GX1p with PII 450 CPU, 128M memory and Windows 2000 Professional system. We got an 

average time cost at 22 microseconds, i.e. about 45,000 images per second, with variation from 6 
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to 95 microseconds. Without code optimization, our technique is already fast enough to be 

employed in real-time adaptive content delivery system on either proxy servers or content servers, 

or even on client devices. 

Table 1. The results of evaluation for image adaptation based on manual attention modeling 

Image Class Better No Diff. Worse 
News Picture 80.67%   7.33% 12.00% 
Home Photo 75.24% 16.19%   8.57% 
Sports Shot 65.00% 11.67% 23.33% 

Artistic Graph 66.67% 20.00% 13.33% 
Scenery 26.67% 16.67% 56.67% 
Total 71.28% 12.05% 16.67% 

Table 2. The results of evaluation for image adaptation based on automatic attention modeling 

 Better No Diff. Worse 
Assessment 67.56% 12.00% 20.44% 

 

6. Conclusion 

In this paper, we proposed a novel solution for adapting image contents based on user attention to 

fit into heterogeneous client display sizes. The main contributions of our work are two-fold: a new 

scheme to model user attention in viewing images, and an algorithm to utilize such modeling in 

image adaptation and browsing. 

Most existing work on image adaptation is mainly focusing on saving file size, while our 

point is to adapt to all context constraints among which screen size is the most critical one. Our 

approach is not only scaling, compressing and cropping images, but also help locating perceptually 

important regions when the user is browsing images. Compared with [13], which is the most 

relevant work that we know, our proposed scheme provides a better performance because of the 

proposed image attention model together with the automatic modeling process and the developed 

efficient search algorithm. 

In addition to adapting images for small-form-factor devices, our approach can be easily 

applied to other various applications such as thumbnail generation. We are currently developing an 

authoring tool to assist the generation of different attention models for an image. It will provide an 

editor interface for authors, publishers, or viewers to customize the models. Also we are 

considering improving those adaptation parameters in our attention model by learning user 

feedbacks instead of rule-based approaches. With the satisfactory results from our experiments, we 

plan to extend the attention model to other media types, such as video and Web pages. For 

example, by incorporating the attention model for video summarization in [16], we could apply the 

principle of our proposed image adaptation to attention-based video clipping. If we consider a 

Web page containing multiple spatial blocks as an image containing multiple attention objects, our 

image attention model can be used to adapt the layout of a Web page to assist Web browsing on 

small-form-factor devices. We will continue to investigate these directions in our future work. 
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