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Abstract

Thesaurus has been widely used in many applications, including information retrieval, natural language processing, question answering, etc. In this paper, we propose a novel approach to automatically constructing a domain-specific thesaurus from the Web using link structure information. It can be considered a live thesaurus for various concepts and knowledge on the Web, an important component toward the Semantic Web. First, a set of high quality and representative websites of a specific domain is selected. After filtering navigational links, a link analysis technique is applied to each website to obtain its content structure. Finally, the thesaurus is constructed by merging the content structures of the selected websites. Furthermore, experiments on automatic query expansion based on the thesaurus show 20% improvement in search precision compared to the baseline.
1. INTRODUCTION
The amount of information on the Web is increasing dramatically and makes it an even harder task to search information efficiently on the Web. Although existing search engines work well to a certain extent, they still suffer from many problems. One of the toughest problems is word mismatch: the editors and the Web users often do not use the same vocabulary. Another problem is short query: the average length of Web queries is less than two words [15]. Short queries usually lack sufficient words to express the user’s intension and provide useful terms for search. Query expansion has long been suggested as an effective way to address these two problems. A query is expanded using words or phrases with similar meanings to increase the chance of retrieving more relevant documents [16]. The central problem of query expansion is how to select expansion terms. Global analysis methods construct a thesaurus to model the similar terms by corpus-wide statistics of co-occurrences of terms in the entire collection of documents and select terms most similar to the query as expansion terms. Local analysis methods use only some initially retrieved documents for selecting expansion terms. Both methods work well for traditional documents, but the performance drops significant when applied to the Web. The main reason is that there are too many irrelevant features in a web page, e.g., banners, navigation bars, flash movies, JavaScripts, hyperlinks, etc. These irrelevant features distort the co-occurrence statistics of similar terms and degrade the query expansion performance. Hence, we need a new way to deal with the characteristics of web pages while building a thesaurus from the Web.
The discriminative characteristic between a web page and a pure text lies in hyperlinks. Besides the text, a web page also contains some hyperlinks which connect it with other web pages to form a network. A hyperlink contains abundant information including topic locality and anchor description [21]. Topic locality means that the web pages connected by hyperlinks are more likely of the same topic than those unconnected. A recent study in [2] shows that such topic locality is often true. Anchor description means that the anchor text of a hyperlink always describe its target page. Therefore, if all target pages are replaced by their corresponding anchor texts, these anchor texts are topic-related. Furthermore, the link structure, which is composed of web pages as nodes and hyperlinks as edges, becomes a semantic network, in which words or phases appeared in the anchor text are nodes and semantic relations are edges. Hence, we can further construct a thesaurus by using this semantic network information.
In this paper, we refer to the link structure as the navigation structure, and the semantic network as the content structure. A website designer usually first conceives the information structure of the website in his mind. Then he compiles his thoughts into cross-linked web pages using HTML language, and adds some other information such as navigation bar, advertisement, and copyright information. These are not related to the content of the web pages. Since HTML is a visual representation language, much useful information about the content organization is missed after the authoring step. So our goal is to extract the latent content structure from the website link structure, which in theory will reflect the designer’s view on the content structure.
The domain-specific thesaurus is constructed by utilizing the website content structure information in three steps. First, a set of high quality websites from a given domain are selected. Second, several link analysis techniques are used to remove meaningless links and convert the navigation structure of a website into the content structure. Third, a statistical method is applied to calculate the mutual information of the words or phases within the content structures to form the domain-specific thesaurus. The statistic step helps us keep the widely acknowledged information and remove irrelevant information at the same time.
Although there is much noise information in the link structure of a website, the experimental results have shown that our method is robust to the noise as the constructed thesaurus represents the user’s view on the relationships between words on the Web. Furthermore, the experiments on automatic query expansion also show a great improvement in search precision compared to the traditional association thesaurus built from pure full-text.
The rest of this paper is organized as follows. In Section 2, we review the recent works on the thesaurus construction and web link structure analysis. Then we present our statistical method for constructing a thesaurus from website content structures in Section 3. In Section 4, we show the experimental results of our proposed method, including the evaluation on the reasonability of the constructed thesaurus and the search precision by query expansion using the thesaurus. In Section 5, we summarize our main contributions and discuss possible new applications for our proposed method.
2. RELATED WORKS
A simple way to construct the thesaurus is to construct manually by human experts. WordNet [9], developed by the Cognitive Science Laboratory at Princeton University, is an online lexical reference system manually constructed for general domain. In WordNet English nouns, verbs, adjectives and adverbs are organized into synonym sets, each representing one underlying lexical concept. Different relations link the synonym sets. Besides the general domain thesaurus, there are also some thesauri for special domains. The University of Toronto Library maintains an international clearinghouse for thesauri in the English language, including multilingual thesauri containing English language sections. wordHOARD [33] is a series of Web pages prepared by the Museum Documentation giving information about thesauri and controlled vocabularies, including bibliographies and lists of sources. Although the manually made thesauri are quite precise, it is a time-consuming job to create a thesaurus for each domain and to keep the track of the recent changes of the domain. Hence, many automatic thesaurus construction methods have been proposed to supplement the shortcoming of the manual solution. MindNet [26], which is an on-going project at Microsoft Research, tries to extract the word relationship by analyzing the logic forms of the sentences by NLP technologies. Pereira et al. [8] proposed a statistical method to build a thesaurus of similar words by analyzing the mutual information of the words. All these solutions can build the thesauri from offline analysis of words in the documents. Buckley et al. [3] proposed the “automatic query expansion” approach, which expands the queries by similar words which frequently co-occur with the query words in the relevant documents and not co-occur in the irrelevant documents.
Our thesaurus is different in that it is built based on web link structure information. Analyses and applications of web link structure have attracted much attention in recent years. Early works focus on aiding the user’s Web navigation by dynamically generating site maps [34]

 REF _Ref10515274 \r \h 
[4]. Recent hot spots are finding authorities and hubs from web link structure [1] and its application for search [25], community detection [5], and web graph measure [17]. Web link structure can also be used for page ranking [19]and web page classification [6].These works stress on the navigational relationship among web pages, but actually there also exist semantic relationship between web pages [23]
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[24]. However, as far as we know, there is no work yet that has formal definition of the semantic relationship between web pages and provides an efficient method to automatically extract the content structure from existing websites. Another interesting work is proposed by S. Chakrabarti [29] that also considers the content properties of nodes in the link structure and discuss about the structure of broad topic on the Web. Our works focus on discovering the latent content knowledge from the underlying link structure at the website level.

3. CONSTRUCTING THE WEB THESAURUS
To construct a domain-specific Web thesaurus, we firstly need some high quality and representative websites in the domain. We send the domain name, for example, “online shopping”, “PDA” and “photography” to Google Directory search (http://directory.google.com/) to obtain a list of authority websites. Since these websites are believed to be popular in the domain by the search engine with a successful website ranking mechanism. After this step, a content structure for every selected website is built, and then all the obtained content structures are merged to construct the thesaurus for this specific domain. Figure 1 shows the entire process. We will discuss each of the steps in detail in the following.

[image: image1]
Figure 1. The overview of constructing the Web thesaurus
3.1. Website Content Structure
Website content structure can be represented as a directed graph, whose node is a web page assumed to represent a concept. In the Webster dictionary, “concept” means “a general idea derived or inferred from specific instances or occurrences”. In the content structure, the concept stands for the generic meaning for a given web page. Thus, the semantic relationship among web pages can be seen as the semantic relationship among the concepts of web pages.
There are two general semantic relationships for concepts: aggregation and association. Aggregation relationship is a kind of hierarchy relationship, in which the concept of a parent node is semantic broader than that of a child node. The aggregation relationship is non-reflective, non-symmetric, and transitive. The association relationship is a kind of horizontal relationships, in which concepts are semantically related to each other. The association relationship is reflective, symmetric, and non-transitive. In addition, if a node has aggregation relationship with two other nodes respectively, then these two nodes have association relationship. i.e., two child nodes have association relationship if they share the same parent node.
When authoring a website, the designer usually organizes web pages into a structure with hyperlinks. Generally speaking, hyperlinks have two functions: one for navigation convenience and the other for bringing semantic related web pages together. For the latter one, we further distinguish explicit and implicit semantic link: an explicit semantic link must be represented by a hyperlink while an implicit semantic link can be inferred from an explicit semantic link and do not need to correspond to a hyperlink. Accordingly, in the navigation structure, a hyperlink is called as a semantic link if the connected two web pages have explicit semantic relationship; otherwise it is a navigational link. For example, in Figure 2, each box represents a web page in http://eshop.msn.com. The text in a box is the anchor text over the hyperlink which is pointed to a web page. The arrow with solid line is a semantic link and the arrow with dashed line is a navigational link.
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Figure 2. A navigation structure vs. a content structure that excludes navigational links

A website content structure is defined as a directed graph G= (V, E), where V is a collection of nodes and E is a collection of edges in the website, respectively. A node is a 4-tuple (ID, Type, Concept, Description), where ID is the identifier of the node; Type can be either an index page or a content page; Concept is a keyword or phrase that represents the semantic category of a web page; and Description is a list of name-value pairs to describe the attributes of the node, e.g., <page title, “…”>, <URL, “…”>, etc. The root node is the entry point of the website. An edge is also a 4-tuple (Source Node, Target Node, Type, Description), where Source Node and Target Node are nodes defined previously and connected by a semantic link in a website; Type can be either aggregation or association; Description is a list of name-value pairs to describe the attributes of the edge, such as the anchor text of the corresponding link, file name of the images, etc.
3.2. Website Content Structure Construction
Given a website navigation structure, the construction of the website content structure includes three tasks:
1. Distinguishing semantic links from navigational links

2. Discovering the semantic relationship between web pages
3. Summarizing a web page to a concept category
Since the website content structure is a direct reflection of the designer's point of view on the content, some heuristic rules according to canonical website design rationale [13] are used to help us extract the content structure.
3.2.1.  Distinguishing semantic links from navigational links
To distinguish semantic links from navigational links, the Hub/Authority analysis [11] is not very helpful because hyperlinks within a web site do not necessarily reflect recommendation or citation between pages. So we introduce the Function-based Object Model (FOM) analysis, which attempts to understand the designer's intention by identifying the functions or categories of the object on a page [12].
To understand the designer’s intention, the structural information encoded in URL [7] can also be used. In URL, the directories information is always separated by a slash, (e.g. http://www.google.com/services/silver_gold.html.) Based on the directory structure, links pointing within a site can be categorized into five types as follows:
1) Upward link: the target page is in a parent directory. 

2) Downward link: the target page is in a subdirectory.

3) Forward link: a specific downward link that the target page is in a sub-subdirectory. 

4) Sibling link: the target page is in the same directory.

5) Crosswise link: the target page is in other directory other than the above cases. 

Based on the result of the above link analysis, a link is classified as a navigational link if it is one of the following:

1)Upward link: because the website is generally hierarchically organized and the upward links always function as a return to the previous page. 

2)Link within a high-level navigation bar: High-level means that the links in the navigation bar are not downward link. 

3)Link within a navigation list which exists in many web pages: because they are not specific to a page and therefore not related to the page. 

Although the proposed approach is very simple, the experiments have proved that it is efficient to recognize most of the navigational links in a website.

3.2.2.  Discovering the semantic relationship between web pages
The recognized navigational links are removed and the remaining are considered semantic link. We then analyze the semantic relationships between web pages based on those semantic links according to the following rules.

1) A link in a content page conveys association relationship because a content page always represents a concrete concept and is assumed to be the minimal information unit that has no aggregation relationship with other concepts. 

2) A link in an index page usually conveys aggregation relationship. This rule is further revised by the following rules.

3) A link conveys aggregation relationship if it is in navigation bar which belongs to an index page.

4) If two web pages have aggregation relationship in both directions, the relationship is changed to association.

3.2.3. Summarizing a web page to a concept category
After the previous two steps, we summarize each web page into a concept. Since the anchor text over the hyperlink has been proved to be a pretty good description for the target web page [28], we simply choose anchor text as the semantic summarization of a web page. While there maybe multiple hyperlinks pointing to the same page, the best anchor text is selected by evaluating the discriminative power of the anchor text by the TFIDF [10] weighting algorithm. That is, the anchor text over the hyperlink is regarded as a term, and all anchor texts appeared in a same web page is regarded as a document. We can estimate the weight for each term (anchor text). The highest one will be chosen as the final concept representing the target web page.
3.3. Content Structure Merging
After the construction of content structure for the selected websites, we then merge these content structures to construct the domain-specific thesaurus. Since the proposed method is a reverse engineering solution with no deterministic result, some wrong or unexpected recognition may occur for any individual website. So we proposed a statistical approach to extract the common knowledge and eliminate the effect of wrong links from a large amount of website content structures. The underlying assumption is that the useful information exists in most websites and the irrelevant information seldom occurs in the large dataset. Hence, a large set of similar websites from the same domain will be analyzed into the content structures by our proposed method.
The task of constructing a thesaurus for a domain is done by merging these content structures into a single integrated content structure. However, the content structures of web sites are different because of different views of website designers on the same concept. In the “automatic thesaurus” method, some relevant documents are selected as the training corpus. Then, for each document, a gliding window moves over the document to divide the document into small overlapped pieces. A statistical approach is then used to count the terms, including nouns and noun phases, co-occurred in the gliding window. The term pairs with higher mutual information [18] will be formed as a relationship in the constructed term thesaurus. We apply a similar algorithm to find the relationship of terms in the content structures of web sites. The content structures of similar websites can be considered as different documents in the “automatic thesaurus” method. The sub-tree of a node with constrained depth (it means that the nodes in the gliding windows cannot cross the pre-defined website depth) performs the function of the gliding window on the content structure. Then, the mutual information of the terms within the gliding window can be counted to construct the relationship of different terms. The process is described in detail as follows.
Since the anchor text over hyperlinks are chosen to represent the semantic meaning of each concept node, the format of anchor text is different in may ways, e.g. words, phrases, short sentence, etc. In order to simplify our calculation, anchor text is segmented by NLPWin [22], which is a natural language processing system that includes a broad coverage of lexicon, morphology, and parser developed at Microsoft Research, and then formalized into a set of terms as follows.

	
[image: image4.wmf][

]

im

i

i

i

w

w

w

n

,

,

,

2

1

L

=


	(1)


where
[image: image5.wmf]i

n

is the ith anchor text in the content structure;  
[image: image6.wmf])

,

,

1

(

,

m

j

w

ij

L

=

 is the jth term for 
[image: image7.wmf]i

n

. Delimiters, e.g. space, hyphen, comma, semicolon etc., can be identified to segment the anchor texts. Furthermore, stop-words should be removed in practice and the remaining words should be stemmed into the same format.
The term relationship extracted from the content structure may be more complex than traditional documents due to the structural information in the content structure (i.e. we should consider the sequence of the words while calculating their mutual information). In our implementation, we restrict the extracted relationship into three formats: ancestor, offspring, and sibling. For each node 
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 with the depth restriction for the three relationships, as shown in Equation (2).
	
[image: image10.wmf]))

(

,

),

(

,

(

)

(

1

i

d

i

i

i

n

sons

n

sons

n

offspring

ST

L

=


[image: image11.wmf]))

(

,

),

(

,

(

)

(

1

i

d

i

i

i

n

parents

n

parents

n

ancestor

ST

L

=



 EMBED Equation.3  [image: image12.wmf]))

(

,

),

(

,

(

)

(

1

i

d

i

i

i

n

sibs

n

sibs

n

sibling

ST

L

=


	(2)


where, 
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is the sub-tree for calculating the sibling relationship; 
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While it is easy to generate the ancestor sub-tree and offspring sub-tree by adding the children’s nodes and the parent’s nodes, generating the sibling sub-tree is difficult because sibling of sibling does not necessarily stands for a sibling relationship. Let us first calculate the first two relationships and leave the sibling relationship later.
For each generated sub-tree (e.g. 
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 ), the mutual information of a term-pair is counted as Equation (3).
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The relevance of a pair of terms can be determined by several factors. One is the mutual information, which shows the strength of the relationship of two terms. The higher the value is, the more similar they are. Another factor is the distribution of the term-pair. The more sub-trees contain the term-pair, the more similar the two terms are. In our implementation, entropy is used to measure the distribution of the term pair, as shown in Equation (4):
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This information can be combined with the mutual information to measure the similarity of two terms, as we defined in Equation (5).
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Where, 
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After calculating the similarity value for each term pairs, those term pairs with values exceeding a pre-defined threshold will be selected as similar term candidates. Finally, we obtain the similar term thesaurus for “ancestor relationship” and “offspring relationship”. 

Then, we calculate the term thesaurus for “sibling relationship”. For a term w, we first find the possible sibling nodes in the candidate set 
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.The set is composed of three components, the first is the terms who share the same parent node with term w, the second is the terms who share same child node with term w, and the third is the terms that have association relationship with the term w. For every term in the candidate set, we apply the algorithm in Equation (5) to calculate the similarity value, and choose the terms with similarity higher than a threshold as the sibling nodes. 
In summary, our Web thesaurus construction is similar to the traditional automatic thesaurus generation. In order to calculate the proposed three term relationships for each term pair, a gliding window moves over the website content structure to form the training corpus, then the similarity of each term pair is calculated, finally the term pair with higher similarity value are used to form the final Web thesaurus.
4. EXPERIMENTAL RESULTS

In order to test the effectiveness of our proposed Web thesaurus construction method, several experiments are processed. First, since the first step is to distinguish the navigational links and semantic links by link structure analysis, we need to figure out the quality of obtained semantic links. Second, we also let some volunteers to manually evaluate the quality of obtained Web thesaurus, i.e. how many similar words are reasonable for user’s view. Third, we apply the obtained Web thesaurus into query expansion to measure the improvement for search precision automatically. Generally, the experiment should be carried on a standard data set, e.g. the TREC Web track collections. However, the TREC corpus is just a collection of web pages and these web pages do not gather together to form some websites as in the real Web. Since our method relies on web link structure, we can not build Web thesaurus from the TREC corpus. Therefore we perform the query expansion experiments on the downloaded web pages by ourselves. We compare the search precision with the thesaurus built from pure full-text. 
4.1. Data Collection
Our experiments worked on three selected domains, i.e. “online shopping”, “photography” and “PDA”. For each domain, we sent the domain name to Google to get highly ranked websites. From the returned results for each query, we selected the top 13 ranked websites, except those with robot exclusion policy which prohibited the crawling. These websites are believed to be of high quality and typical websites in the domain about the query and were used to extract the website content structure information and construct the Web thesaurus. The size of total original collections is about 1.0GB. Table 1 illustrates the detail information for the obtained data collection.

Table 1. Statistics on text corpus

	Domains
	Shopping
	Photography
	PDA

	# of websites
	13
	13
	13

	Size of raw text (MB)
	428
	443
	144

	# of web pages
	56480
	55868
	17823


4.2. Evaluation of Website Content Structure
In order to test the quality of obtained website content structure, for every website, we randomly selected 25 web pages for evaluation based on the sampling method presented in [20]. We asked four users manually to label the link as either semantic link or navigational link in the sampled web pages. Because only semantic links appear in the website content structure, we can measure the classification effectiveness using the classic IR performance metrics, i.e., precision and recall. However, because the anchor text on a semantic link is not necessary a good concept in the content structure, such as the anchor text which is numbers and letters, a high recall value usually is accompanied by a high noise ratio in the website content structure. Therefore we only show the precision of 
Table 2. The precision result for distinguishing between semantic link and navigational link in the “shopping” domain
	Websites (“www” are omitted in some sites)
	#Sem. Links labeled by user
	#Nav. links labeled by user
	#Nav. Link recognized
	Prec. for nav. links recognition 

	eshop.msn.com
	394
	646
	638
	98.76%

	galaxymall.com
	308
	428
	422
	98.60%

	samintl.com
	149
	787
	737
	96.82%

	govinda.nu
	160
	112
	80
	71.43%

	lamarketplace.com
	124
	416
	392
	94.23%

	dealtime.com
	198
	438
	412
	94.06%

	www.sotn.com
	400
	1056
	1032
	97.73%

	stores.ebay.com
	324
	1098
	918
	83.61%

	storesearch.com
	308
	286
	276
	96.50%

	mothermall.com
	54
	168
	162
	96.43%

	celticlinks.com
	80
	230
	210
	91.30%

	internetmall.com
	260
	696
	686
	98.56%

	lahego.com
	86
	140
	124
	88.57%

	Average precision
	
	92.82%


Table 3. The precision of nodes in websites content structure (WCS) in the “shopping” domain
	Websites


	#nodes   in WCS
	#nodes labeled   as correct
	Precision for  nodes in WCS

	eshop.msn.com
	126
	122
	96.83%

	www.galaxymall.com
	144
	138
	95.83%

	www.samintl.com
	54
	52
	92.59%

	govinda.nu
	124
	104
	83.87%

	lamarketplace.com
	84
	74
	88.10%

	www.dealtime.com
	160
	156
	97.50%

	www.sotn.com
	292
	272
	93.15%

	www.stores.ebay.com
	266
	218
	81.95%

	www.storesearch.com
	208
	116
	55.77%

	www.mothermall.com
	78
	64
	82.05%

	www.celticlinks.com
	60
	44
	73.33%

	www.internetmall.com
	194
	166
	85.57%

	lahego.com
	40
	22
	55.00%

	Average precision
	
	83.20%


recognizing the navigational links. Even though navigation links are excluded from the content structure, there still exists noisy information in the content structure, such as those anchor texts that are not meaningful or not at a concept level. Then, the users can further label the nodes in the content structure as wrong nodes or correct, i.e., semantics-related nodes. Due to the paper length constraint, we only show the experiments results of the online shopping domain in Table 2 and Table 3.

From Table 2 and Table 3, we see that the precisions of recognizing the navigational links and correct concepts in the content structure are 92.82%, 83.20% respectively, which are satisfactory. We believe that the recognition method of navigational links by using the rules presented in Section 3 is simple but highly effective. For website content structure, the main reasons for the wrong nodes are: 1) Our HTML parser does not support JavaScript, so we cannot obtain the hyperlink or anchor text embedded in JavaScript (e.g. www.dealtime.com). 
2) If a link corresponds to an image and the alternative tag text does not exist, we cannot obtain a good representation concept for the linked web page, (e.g. www.dealtime.com). 3) If the anchor text over the hyperlink is meaningless, it becomes a noise in the obtained website content structure (e.g. www.storesearch.com user letter A-Z as the anchor text).
4) Since in our implementation only links within the website are considered, the outward links are ignored. Hence, some valuable information may be lost in the resulting content structure (e.g. in lahego.com and govinda.nu). On the contrary, if a website is well structured and the anchor text is a short phrase or a word, the results are generally very good, such as eshop.msn.com and www.internetmall.com. A more accurate anchor text extraction algorithm can be developed if JavaScript parsing is applied.
4.3. Manual Evaluation 
After evaluating the quality of website content structure, the next step was to evaluate the quality of obtained Web thesaurus. Since we did not have the ground-truth data, we just let four users to subjectively evaluate the reasonability of the obtained term relationships. Since it was a time consuming job to do subjective evaluation, we randomly chose 15 terms from the obtained Web thesaurus and then evaluated their associated terms for three relationships. For offspring and sibling relationship, we selected the top relevant 5 and 10 terms and asked the users to decide whether they really obey the semantic relationship. For Ancestor relationship, we only selected the top 5 terms because a term usually has not much ancestor terms. The average accuracy for each domain is shown in Table 4. 
From Table 4, we find that the result of the sibling relationship is the best, because the concept of sibling relationship is very broader, the ancestor relationship result is relatively is bad, because there are always only 2-3 good ancestor terms.

Table 4. The manual evaluation result for our Web thesaurus
	
	shopping
	photography
	PDA

	Offspring
	Top 5
	89.3%
	90.7%
	81.3%

	
	Top 10
	72.0%
	66.7%
	61.3%

	Sibling
	Top 5
	94.7%
	90.7%
	92.0%

	
	Top 10
	80.0%
	89.3%
	84.0%

	Ancestor
	Top 5
	56.0%
	42.7%
	65.3%


4.4. Query Expansion Experiment
Besides evaluating our constructed Web thesaurus from user’s perspective, we also conducted a new experiment to compare the search precision for using our constructed thesaurus with full-text automatic thesaurus. Here, the full-text automatic thesaurus was constructed for each domain from the downloaded web pages by counting the co-occurrences of term pairs in a gliding window. Terms which have relations with some other terms were sorted by the weights of the term pairs in the full-text automatic thesaurus. 

4.4.1. Full-text search: the Okapi system
In order to test query expansion, we need to build a full-text search engine. In our experiment we chose the Okapi system Windows2000 version [30] , which was developed at Microsoft Research Cambridge, as our baseline system. In our experiment, the term weight function is BM2500, which is a variant of BM25 and has more parameters that we can tune. BM2500 is represented as Equation (6).
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where 
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Where 
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is the number of documents in the collection, 
[image: image69.wmf]n

 is the number of documents containing the term, 
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 is the number of the documents relevant to a specific topic, and 
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 is the number of relevant documents containing the term.

In Equation (6), 
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 is calculated using Equation (8):
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Where 
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 denote the document length and the average document length measured in word unit. Parameters
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4.4.2.  The Experimental Results 

For each document, we need to preprocess it into a bag of words which may be stemmed and stop-word excluded. To begin with, a basic full-text search (i.e., without query expansion (QE)) process for each domain was performed by the Okapi system. For each domain, we selected 10 queries to retrieve the documents and the top 30 ranked documents from Okapi were evaluated by 4 users. The queries were listed as follows.
1. Shopping domain: women shoes, mother day gift, children's clothes, antivirus software, listening jazz, wedding dress, palm, movie about love, Cannon camera, cartoon products.

2. Photography domain: newest Kodak products, digital camera, color film, light control, battery of camera, Nikon lenses, accessories of Canon, photo about animal, photo knowledge, adapter.
3. PDA domain: PDA history, game of PDA, price, top sellers, software, OS of PDA, size of PDA, Linux, Sony, and java.
Then, the automatic thesaurus built from pure full-text was applied to expand the initial queries. In query expansion step, thesaurus items were extracted according to their similarity with original query words and added into the initial query. Since the average length of query which we designed was less than three words, we chose six relevant terms with highest similarities in the thesaurus to expand each query. The weight ratio between original terms in the initial query and the expanded terms from the thesaurus was 2.0. After query expansion, the Okapi system was used to retrieve the relevant documents for the query. The top 30 documents were chosen to be evaluated.

In the next, we used our constructed Web thesaurus to expand the query. Since there are three relationships in our constructed thesaurus, we extended the queries based on two of these relationships, i.e. offspring and sibling relationship. We did not expand a query with its ancestors since it will make query to be border and increase the search recall instead of precision. But we know that search precision is much important than search recall, so we only evaluated the offspring and sibling relationship. Six relevant terms (with the highest similarities to the query words) in the obtained thesaurus were chosen to expand initial queries, the weight ratio and the number of documents to be evaluated was the same as the experiment with full-text thesaurus. 
After the retrieval results were returned from Okapi system, we asked four users to provide their subjective evaluations on the results. For each query, the four users evaluated results of four different system configuration: the baseline (no QE), QE with full-text thesaurus, QE with sibling relationship, and QE with offspring relationship, respectively. In order to evaluate the results fairly, we did not let each user know what kind of query results to be evaluated in advance. The search precision for each domain is shown in Table 5, Table 6 and Table 7. And the comparison result for different methods is shown in Figure 3.
Table 5. Query expansion results for online shopping domain
	Online Shopping domain
	Avg. Precision( % change) for 10 queries

	# of ranked documents
	Top-10
	Top-20
	Top-30

	Baseline
	47.0
	44.5
	44.0

	Full-text thesaurus
	50.0
(+6.4)
	47.5
(+6.7)
	46.7
(+6.1)

	Our Web thesaurus
(Sibling)
	52.0
(+10.6)
	48.0
(+10.1)
	38.3
(-12.9)

	Our Web thesaurus (Offspring)
	67.0
(+42.6)
	66.5
(+49.4)
	61.3
( +39.3)


Table 6. Query expansion results for photography domain
	Photography domain
	Avg. Precision( % change) for 10 queries

	# of ranked documents
	Top-10
	Top-20
	Top-30

	Baseline
	51.0
	48.0
	45.0

	Full-text thesaurus
	42.0
(-17.6)
	39.5
(-17.8)
	41.0
(-8.9)

	Our Web thesaurus
(Sibling)
	40.0
(-21.6)
	31.5
(-34.4)
	26.7
(-40.7)

	Our Web thesaurus (Offspring)
	59.0
(+15.7)
	56.0

(+16.7)
	47.7
(+6.0)


Table 7. Query expansion results for PDA domain
	PDA domain
	Avg. Precision( % change)  for 10 queries

	# of ranked documents
	Top-10
	Top-20
	Top-30

	Baseline
	60.0
	54.5
	48.3

	Full-text thesaurus
	56.0
(-6.7)
	53.5
(-1.8)
	45.3
(-6.2)

	Our Web thesaurus
(Sibling)
	53.0
(-11.7)
	50.5
(-5.5)
	47.3
(-2.1)

	Our Web thesaurus (Offspring)
	68.0
(+13.3)
	60.0
(+10.1)
	55.0
(+13.9)


From Table 5, Table 6, Table 7and Figure 3, we find that query expansion by offspring relationship can improve the search precision significantly. And we also find that query expansion by full-text thesaurus or sibling relationship almost can not make contributions to the search precision or even worse. Furthermore, we find that the contributions of offspring relationship vary from domain to domain. For online shopping domain, the improvement is the highest, which is about 40%; while for PDA domain, the improvement is much lower, which is about 13%. We know that different websites may contain different link structures; some are easy to extract the content structure, while others are difficult. For example, for online shopping domain, the concept relationship for this domain can be easily extracted from the link structure; while for PDA domain, the concept relationships are difficult to be extracted due to the various authoring styles from different website editors’ favorites.
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Figure 3. Performance comparison among QE with different domain thesauri
Figure 4 illustrates the average precision of all domains. We find that the average search precision for baseline system (full-text search) is quit high, which is about 50% to 60%. And the query expansion with full-text thesaurus and sibling relationship can not help the search precision at all. The average improvement for QE with offspring relationship compared to the baseline is 22.8%, 24.2%, 19.6% on top 10, top 20, and top 30 web pages, respectively. 
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Figure 4. Average search precision for all domains
From above experimental results, we can make the following conclusions.

1) The baseline retrieval precision of specific domain is quite high. Figure 4 shows that the average precision of top 30 ranked documents is still above 45%. It is the reason that the specific domain focuses narrow topics and the corpus of the web pages is less divergent than the general domain is.

2) From the tables we can find the query expansion based on the full-text thesaurus decreases the precision of retrieval in most cases, one reason is that we did not remove junk from the collections which we downloaded from the WWW. The junk includes mismatched tags, the lines starting with “Server:” and “Content-type”, etc. It also seems that the naïve automatic text thesaurus for query expansion is not good [35]. For example, to the initial query “children’s clothes” of the shopping domain, the most six relevant terms of the query in the thesaurus are “book”, “clothing”, “toy”, “accessory”, “fashion” and “vintage”. When these terms are added to the initial query for query expansion, they maybe drop the retrieval performance. Another reason is that we did not focus on tuning the parameters to optimize the result.

3) The query expansion based on sibling relationship is bad. It decreases the precision of retrieval in each domain above. The reason is that the user always takes the similarity between the web page and the query as evaluation criterion; however, the sibling relationship is more likely to be the words that related to some extent, rather than similarity. For example, when querying the “children's clothes ” in the shopping domain, the most six relevant terms of sibling relationship in our constructed thesaurus are “book”, “toy”, “video”, “women”, “accessories”, “design”. Even though these words are related to the initial query, if the query is expanded by these words, the precision of search result is apparently declined due to the topic divergence.

4) The retrieval precision is improved if the query expansion is based on the offspring relationship. The reason is that the terms of offspring relationship are semantic narrower and can refine the query. For example, when the user submit a query “children's clothes”, the system will automatically expand the most relevant terms, “baby”, “boy”, “girl”, “Cardigan”, “shirt” and “sweater”, which are the narrower terms appeared in the offspring sets. Thus, the returned documents will be more likely related to children’s clothes. 
In a word, query expansion based on the offspring relationship can improve the retrieval performance. The other two relationships (sibling and ancestor) may be useful in other cases although they can hardly improve the retrieval performance for query expansion. Like WordNet [9], our constructed Web thesaurus offers different semantics relations of a word (phrase) and users may be interested in the sibling and ancestor relationships. However, sometimes we may fail to find the expansion terms of the initial query in our constructed thesaurus. Hence, one of our future works is investigate how to effectively expand the vocabulary of the thesaurus.
5. CONCLUSIONS AND FUTURE WORKS
Although there has been much work on hand-coded thesaurus, automatic thesaurus construction continues to be a research focus because of a need for less human labor efforts, timely response to frequently changed information, broad coverage, and so on. In this paper, we proposed a new automatic thesaurus construction method which extracts term relationships from the link structure of websites. Experimental results have shown that the constructed thesaurus have a relatively high quality and outperform traditional association thesaurus when applied to query expansion. 
We are currently testing our algorithm on domains such as Yahoo! and Google Directory. We are also planning to expand the application to questioning & answering services that common search engines can not do, such as “find out the Top N digital camera manufacturers in the world” and “explain the word: electronics”. 

It is an interesting direction to adapt our algorithm to construct a personalized thesaurus based on the user’s navigation history and accessed documents on the Web. We will explore this direction in our future work.
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