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ABSTRACT
This paper aims to address the problem of art image retrieval (AIR), which aims to help users find their favorite painting images. AIR is of great interests to us because of its application potentials and interesting research challenges—the retrieval is not only based on painting contents or styles, but also heavily based on user preference profiles. This paper describes the collaborative ensemble learning, a novel statistical learning approach to this task. It at first applies probabilistic support vector machines (SVMs) to model each individual user’s profile based on given examples, i.e. liked or disliked paintings. Due to the high complexity of profile modelling, the SVMs can be rather weak in predicting preferences for new paintings. To overcome this problem, we combine a society of users’ profiles, represented by their respective SVM models, to predict a given user’s preferences for painting images. We demonstrate that the combination scheme is embedded in a Bayesian framework and retains intuitive interpretations—like-minded users are likely to share similar preferences. We report extensive empirical studies based on two experimental settings. The first one includes some controlled simulations performed on 4533 painting images. In the second setting, we report evaluations based on user preferences collected through an online web-based survey. Both experiments demonstrate that the proposed approach achieves excellent performance in terms of capturing a user’s diverse preferences.

Categories and Subject Descriptors
H.3 [Information Storage and Retrieval]: Information Search and Retrieval—information filtering, retrieval models
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1. INTRODUCTION
The explosive growth of digital media and its usage on the web has opened both great challenges and opportunities to computer science researchers. One such example is the lively research area content-based image retrieval (CBIR) [7, 9, 17, 25, 6], which aims to effectively and efficiently locate a few relevant images in a large database according to a user’s query concept. This paper will focus on another related but different topic, art image retrieval (AIR), which is of great interests to us because of its application potentials and technical challenges. In recent years many museums, galleries or commercial companies have put their art images on the web for on-line exhibitions or selling. The WWW technology has created dramatic flexibilities in helping people freely share, exchange, enjoy and purchase paintings. For example, POSTERSHOP.com is an on-line poster seller, who presents about 22,000 art images on its web site, ranging from classical to modern paintings. Based upon demands from users, the company can send high-quality printouts to them. To facilitate the search of paintings, POSTERSHOP.com categorized all the art images by styles (e.g. classical art, impressionism, . . . ) or other information like name of artists. However, the perception of art works are highly governed by users’ personalities. Category-based search might not be sufficient in capturing users’ personal interests. In this paper we will propose an effective machine learning approach to helping people find favorite art images from a large art image collection.

1.1 Properties of Art Image Retrieval
From technical point of view, AIR encounters many challenges that are also common in CBIR, like high-dimension feature space, nonlinear distributions, insufficient training examples and the gap between low-level features and high-level contents. Thus previous research on CBIR has provided a good basis for our work on AIR. Moreover, there are some other unique characteristics coming with AIR. In the following we will discuss some major issues.

• A Profile-Driven Process: One major change from CBIR to AIR is that, the query concept is replaced by the user profile1, which is governing the entire retrieval process. For example, in CBIR a user may raise a query “find all images containing flowers”, while in

1In this paper the term “profile” is used to generally describe a user’s preference for art images.
AIR a user may just implicitly keep a query in mind “return some nice images to decorate my house”. In the first case “flowers” is a query concept that conveys explicit information of contents. The search criterion (in this example, “flowers”) is somewhat “hard” in the sense that all the people agree what kind of images should be returned. While in the AIR case the query has no hard requirement for contents but highly depends on the profile of the user. We notice that AIR is more profile-driven and the search criterion can not be held by all be people but possibly by only a small community of like-minded users. This notice will serve as one important basis for this paper and greatly inspires the proposed algorithm.

- **A New Gap**: As indicated in Fig. 1, there is another gap between the low-level visual features (e.g. color and texture) and the higher-level abstract properties, e.g. painting styles and expressed feelings or emotions. In some sense, this gap might be more important for AIR since the higher-level abstract properties are always more indicative for the expression of art images (especially for some modern art images).

- **Diversity of User Preferences**: As the example shown in Fig. 2, to some extent, low-level features like color and texture reflect some important characteristics of paintings. However, as shown in Fig. 3, a user’s interests in art images is typically diverse. One may love different styles of paintings in a meanwhile. This paper assumes that a user’s preference for art images can be described as a union of disjoint regions in the low-level feature space, as shown in Fig. 3, where consistency of interests is only held in a local region. Under this assumption, this paper is facing a question—given a small set of examples that only partially conveys a user’s interests, how to infer the user’s overall preferences?

- **Uncertainty of User Preferences**: Again, a user will normally give a very hard relevance judgment for an image given a query concept. However, people are always not so confident with their preferences for art images. In our experiments we had the following observations: We re-present art images to some users who marked the same images two days ago, then we observed that many of them changed their opinions for some of images. The case indicates that we should find effective means, e.g. statistics, to model the uncertainty of user preferences.

### 1.2 Two Possible Approaches to AIR

We can adopt the general idea of CBIR, which trains a model based on a limited number of examples (i.e. liked and disliked images) provided by a user, and then use the trained model to predict the user’s preferences for other unseen images. The learning models can be either SVM[29], discriminant analysis[35], boosting[28], or similarity search[15]. However, we may often encounter three problems when applying CBIR methods to AIR: (1) CBIR methods are mainly built upon low-level visual features (e.g. color, texture, and shape etc.), which are poor indicators of painting images; (2) Derived models based on small training set and weak visual features are easily over-fitting and often make poor predictions; (3) Due to the diversity of user interests, images fitting in an active user’s interests but different from given examples in feature space can not be found (As illustrated in Fig. 3). In information retrieval literature, this family of methods are often referred as content-based filtering.

---

**Figure 1**: Starry Night (Vincent van Gogh, 1889) (1) Low-level visual features: blue, dark, yellow, strong trace of hand drawing; (2) High-level semantic content: sky, stars, tree, houses, mountain; (3) Higher-level abstract properties: adventurous use of color and brush, tumultuous night sky, etc.

**Figure 2**: We use a Vincent van Gogh’s painting as the example to find similar images. The result is surprising: 11 Gogh’s paintings are found among top 15 returned images. The distance measure is Euclidian distance based on feature correlogram, which carries both color and texture information.

**Figure 3**: A user’s diverse preferences for art images, represented as union of disjoint regions in visual feature space, i.e. a nonlinear distribution. A question is, if a user gives training examples only distributed in region a, how to infer the user’s preferences for region b or c?
The other choice is collaborative filtering (CF) \cite{24, 26}, which uses like-minded users’ opinions to predict the active user’s preferences. This method seems to be suitable to our task, because, as we pointed out in Sec. 1.1, AIR is more profile-driven and the search criterion is possibly held in a small community of like-minded users. CF ignores the content of items (i.e., art images in this paper) and thus avoids the difficulty of low-level features and can potentially find diverse results by taking other users’ advices. However, It greatly suffers from the “new item problem”—It can not make predictions for images on which nobody expresses opinions at all. For a large and ever-growing image database, user annotations are typically very sparse and thus plenty of images can be “new items”.

1.3 Overview of the Presented Approach

In this paper we will describe an algorithm, called collaborative ensemble learning, to dramatically overcome the weaknesses of existing algorithms and provide a principled solution to the AIR task. It firstly applies a probabilistic SVM (PSVM) to model each user’s profile, based on a few examples of liked and disliked painting images given by the user. The probabilistic formalism of SVM with RBF (radius basis function) kernels allows us to naturally handle the non-linearity of distributions and the uncertainty of user preferences. More importantly, unlike conventional CBIR methods, collaborative ensemble learning further combines a “forest” of previously learned other users’ profiles (i.e., PSVM models) to build a mixture model, which acts as some kind of PSVM ensemble to predict the active user’s preferences. The ideas of collaborative ensemble learning can be explained as the following.

- Collaborative ensemble learning uses probabilities to encode the like-mindedness between users, and derives a weighted combination of profiling models to make predictions for active users. The idea is similar with collaborative filtering (CF), but new images can be handled now. Collaborative ensemble learning is a unified solution combining CF and CBIR. The approach is naturally derived from a Bayesian framework, which demonstrates the theoretical soundness of the solution.

- To some extent, it merges the gap between low-level features and higher-level abstract properties. Since each user’s preference for an image actually conveys some higher-level properties of the image, combining a large community of profiles can help AIR systems effectively understand art images from human perceptual perspectives.

- It can capture a user’s diverse interests based on a small training set. Learning the interests of users typically requires many training examples. Unfortunately users are typically impatient to give examples. Incorporation of other advisory profiles through a weighted combination scheme can be viewed as a way to “augment” the training data.

1.4 Organization of This Paper

The rest of this paper is organized as follows. We will derive the proposed collaborative ensemble learning based on PSVMs to predict user preferences for art images. In Sec. 4 we report the empirical evaluation of the algorithm on two sets of art image data. After a brief introduction to related work in Sec. 5, we end by giving conclusions and an outlook to future work in Sec. 6.

2. MODELLING USER PROFILES WITH PROBABILISTIC SVMS

In this section we will present probabilistic SVMs (PSVM) to model user profiles, i.e., user preferences for art images. PSVM has some appealing features, while it suffers the problem of high variances caused by high diversity of user preferences and insufficient training data. This explains why we propose major extensions in Sec. 3.

2.1 Notation

Suppose a database of art images has been given, where each of the art images (out of a total of \(M\)) is represented as a vector of features \(x_{j}, j = 1, \ldots, M\). Similarly, we have collected preference data for different users, where the preference data is a set of rated art images together with an opinion +1 (liked that particular image) or −1 (disliked). We consider a total of \(L\) users. Each user \(i\) has given ratings for a set of art images, denoted by \(\mathcal{R}_{i}\), where art image \(j \in \mathcal{R}_{i}\) has been rated with value \(y_{i,j}\). Thus the examples given by user \(i\), \(i = 1, \ldots, L\), is denoted by the set \(\mathcal{D}_{i} = \{(x_{j}, y_{i,j}) | j \in \mathcal{R}_{i}, y_{i,j} \in \{+1, -1\}\}\). In general, assuming we can model user \(i\)’s profile by a parametric model \(\theta_{i}\), then user \(i\)’s preference for art image \(x\) can be given by \(p(y = +1|x, \theta_{i})\), which indicates the probability of that user \(i\) likes art images \(x\). In this paper, we will use probabilistic SVMs to form the profile model \(\theta_{i}\).

2.2 Support Vector Machines

Support vector machines (SVMs) are a classification technique with strong backing in statistical learning theory \cite{30}. It has been applied with great success in many challenging classification problems, including text categorization \cite{16} and image retrieval \cite{29}.

We consider SVMs for learning the preferences of one particular user \(i\), based on the examples \(\mathcal{D}_{i}\) this user has previously provided. A standard SVM would predict user \(i\)’s preferences on some art images \(x\), represented by its feature vector, by forming a weighted combination as follows

\[
y = \text{sign}(f^{i}(x)) = \text{sign}\left(\sum_{j \in \mathcal{R}_{i}} y_{i,j} \alpha_{i,j} k(x_{j}, x) + b_{i}\right)
\]

We will later use \(\theta_{i}\) to stand for the SVM profile model for user \(i\), with \(\theta_{i}\) containing all SVM model parameters \(\alpha_{i,j}\) and \(b_{i}\).

During training, the weight parameters \(\alpha_{i,j}\) of the SVM are determined by minimizing the cost function

\[
C \sum_{j \in \mathcal{R}_{i}} (1 - y_{i,j} f^{i}(x_{j}))_{+} + \frac{1}{2} \alpha_{i}^{T} K^{i} \alpha_{i}
\]

By \((\cdot)_{+}\), we denote a function with \((x)_{+} = x\) for positive \(x\), and \((x)_{+} = 0\) otherwise. \(K^{i}\) is the matrix of all pairwise kernel evaluations on the training data \(\mathcal{D}_{i}\), and \(\alpha_{i}\) is a vector containing all parameters \(\alpha_{i,j}\).
2.3 Probabilistic Extensions to SVMs

In their standard formulation, SVMs only output a prediction +1 or −1, without any associated measure of confidence. This paper will consider a special modification of SVM, which can output a posteriori class probabilities. This modification retains the powerful generalization ability of SVMs and paves the way to wide extensions, which will be described in the next section. Probabilistic extensions of the SVM, where an associated probability of class membership is output, have been independently suggested by several authors. For our work, we use a probabilistic version of the SVM (PSVM) similar to the one proposed by [21]. Here, the probability of membership in class $y$, $y \in \{+1, -1\}$ is given by

$$p(y|x, \theta) = \frac{1}{1 + \exp(y A_i f^i(x))}$$

(Ai is the parameter\(^3\) to determine the slope of the sigmoid function. This modified SVM retains exactly the same decision boundary $f^i(x) = 0$ as defined in Eq. (1), yet allows an easy computation of posterior class probabilities. We use a cross validation scheme to set this parameter $A_i$ for each model. Details and the methodology to select the other parameters for the SVM model will be given along with the appendix section at the end of this paper.

So far we have described a model for the preferences of an individual user, based on probabilistic SVMs. Given some training data containing art images the user likes and dislikes, this model can predict—based on the features of art images—an individual user’s preferences. SVM models are known for their excellent performance in many challenging classification problems. However, due to the high complexity of AIR and small training data, the trained models for individual users may have very high variance and only a poor generalization ability. In the following section, we will present a way of combining the individual user models, thus exploiting the knowledge we have gained from possibly like-minded users, to greatly improve the performance of an art image retrieval system.

3. COLLABORATIVE ENSEMBLE LEARNING FOR ART IMAGE RETRIEVAL

In this section we will make major extensions to the profile modelling approach suggested in Sec. 2. The proposed approach will take a strategy of knowing a tree from the forest, which combines a society of people’s profiles, represented by their respective PSVM models, to make predictions for a query user. The proposed combination scheme is derived from a general Bayesian image retrieval model and retains an intuitive explanations.

We particular consider a stage where $L$ users have visited the AIR system and assume that we have collected a set of liked and disliked images for each user $i$, denoted by $D_q$, $i = 1, \ldots, L$. For each user, a PSVM model has been built according to Eq. (1). We summarize the parameters for this model by $\theta_i$. We will use the index $q$ to indicate the query user, and the corresponding training example set $D_q$.

$$p(y|x, \theta) = \frac{1}{1 + \exp(y A_i f^i(x) + b_i)}$$

\(^3\)Platt’s original formulation used an additional bias term in the denominator $1 + \exp(y A_i f^i(x) + b_i)$. Since we typically only have very few training data available, we restrict the model to containing only one additional parameter.

3.1 A Bayesian Model

In this section we will first investigate the problem from a general Bayesian perspective. Given a user’s training data $D_q$, i.e. examples of liked or disliked art images, the final goal of AIR is to predict user $q$’s preference for art image $x$ by:

$$\hat{y} = \arg\max_{y \in \{-1, +1\}} p(y|x, D_q)$$

To put the retrieval process into a fully probabilistic framework, we make the following assumptions:

1. User profile $\theta$ is generated from a prior distribution $p(\theta)$. This prior generally describes the social tastes for art images.

2. Distribution of art images $x$ is independent of user profile $\theta$.

3. User gives examples $D_q$ based on his or her own profile $\theta$.

4. Given a user’s profile, the preferences for art images $x$ are mutually independent.

Then we can use a joint distribution to model the probability of an event that a user $q$ with profile $\theta$ who gives examples $D_q$ has opinions $y$ for an art image $x$:

$$p(\theta, x, y) = p(\theta)p(D_q|\theta)p(y|x, \theta)p(x)$$

(5)

It is worth noticing that an equivalent symmetric version of above equation can be obtained as

$$p(\theta, D_q, x, y) = p(D_q)p(\theta|D_q)p(y|x, \theta)p(x)$$

(6)

Interestingly, the equivalent version Eq. 6 is parallel with our understanding of retrieval process: Observing the training data $D_q$ with prior distribution $p(D_q)$, the system infers the a posteriori distribution of user profile and then predicts user’s opinions $y$ for any art image $x$ generated from $p(x)$.

The graphical representations of two equivalent generative models are illustrated in Fig. 4. Through applying Bayes law and integration over $p(\theta)$, we get the following expression:

$$p(y|x, D_q) = \int p(\theta|D_q)p(y|x, \theta)d\theta$$

\[= \int \frac{p(D_q|\theta)p(\theta)}{p(D_q)} p(y|x, \theta)d\theta \]

\[= E_{\theta} \left[ p(D_q|\theta) \right] p(y|x, \theta) \]

(7)

where

$$p(D_q) = \int p(D_q|\theta)p(\theta)d\theta = E_{\theta}[p(D_q|\theta)]$$

(8)
In above equations $E_0[\cdot]$ denotes the expectation over $p(\theta)$, the prior distribution of user profile $\theta$. Eq. (7) provides a principled way to calculate the conditional probability of user preference $y$ for art image $x$ given observed examples $D_q$. With combination of Eq. (4), Eq. (7) and Eq. (8), the art image retrieval can be solved in a fully Bayesian framework.

However, fully Bayesian solution is intractable due to two reasons: (1) To calculate the a posteriori probability $p(\theta|D_q)$, we need to know the prior $p(\theta)$, which is hard to assume; (2) Even we can calculate $p(\theta|D_q)$, the integration Eq. 7 will still be, in general, analytically intractable.

In the following section we will show how a suitable approximation to the prior distribution can be formulated, thereby solving the above two problems.

### 3.2 Collaborative Ensemble Learning

In this section, we describe a novel method to overcome the problems associated with Eq. (7). Using a simple non-parametric for the prior distribution $p(\theta)$, we find approximate expressions for Eq. (7). The result for predicting a query user’s preferences can be interpreted as a combination of a society of user profiles, where like-minded users are given a higher weight. We call this approach collaborative ensemble learning.

Collaborative ensemble learning can be introduced in a straightforward way as follows. We assume a given set of profiles of individual users, $\{\theta_1, \ldots, \theta_K\}$. In general, the user profiles can be modelled in an arbitrary form. In this paper, we restrict ourselves to profiles based on probabilistic SVM models, as introduced in Sec. 2. The goal in the prediction stage is to infer the rating of some query user $q$ on an art image $x$.

We start by noting that the profile $\theta_i$ of every user can be viewed as an individual sample generated from the same prior distribution $p(\theta)$. $p(\theta)$ should reflect the distribution of actual user profiles. This repeated sampling from $p(\theta)$ allows us to learn a complex prior distribution $p(\theta)$ from the data. More formally, we assume that $p(\theta)$ can be approximated by the empirical distribution$^4$ of given user profiles in the data base

$$p(\theta) \approx \frac{1}{L} \sum_{i=1}^{L} \delta(\theta - \theta_i)$$

with $\delta(\cdot)$ denoting the Dirac delta function. Given this prior,

$$p(\theta, D_q, y|x) \approx \frac{1}{L} \sum_{i=1}^{L} \delta(\theta - \theta_i) p(D_q|\theta) p(y|\theta, x)$$

from which follows that

$$p(D_q, y|x) \approx \frac{1}{L} \sum_{i=1}^{L} p(D_q|\theta_i) p(y|\theta_i, x)$$

such that we obtain for the predicted rating

$$p(y|x, D_q) \approx \frac{\sum_{i=1}^{L} p(y|x, \theta_i) p(D_q|\theta_i)}{\sum_{i=1}^{L} p(D_q|\theta_i)}$$

This can also be seen as a Parzen density estimate, with window width going to zero. One might also use window functions with non-vanishing width here, given they allow a simple analytic treatment.

$^4$Note that the predicted rating Eq. (7) can be evaluated easily for any kind of models $\theta$ for individual user preferences. In this paper, we will use the probabilistic SVM given in Eq. (3) as the model for an individual user’s preferences.

### 3.3 Discussions

An alternative derivation of Eq. (9) can be roughly made by reference to Monte Carlo sampling [8]. Assuming that the accumulated profile models $\theta_i$ represent randomly drawn and independent samples from the prior distribution $p(\theta)$, one can directly apply Monte Carlo integration to Eq. (7). The result is exactly the same as given in Eq. (9). Note that restricting hidden variables (in our case, $\theta$) to a set of finite states has been widely adopted in Bayesian inference, i.e. the problem of integrating over the space of hidden variables, for example, constrained Gaussian mixture models [13] and generative topographic mapping [3]. However, a more elegant derivation can be made from a hierarchical Bayesian perspective [32].

Eq. (11) can be interpreted as predictions based on a mixture model with $L$ components. The predicted rating of some given art image $x$ under user $i$’s model, $p(y|\theta_i, x)$ takes on the role of a mixture component. The term $w_i$ is the according weight of the component. As indicated in Eq. (12), a higher likelihood of the query user’s example data $D_q$ under some other user $i$’s model indicates that these two persons share similar opinions. Therefore, collaborative ensemble learning simulates the intuition that like-minded people share similar preferences for art images.

One alternative implementation of Eq. (11) is to pick up the $K$ models with largest weights and then make predictions by averaging them, where $K$ is a tuning parameter which can be empirically decided. Since Eq. (12) is essentially proportional to multiply of many likelihood terms, the calculated weights could be improperly scaled if those likelihoods are not precisely estimated. Average of top $K$ models can remove this sensitivity and always lead to stable results in practice. In our experiments, we adopt this way with $K = 20$.

The computational cost of training collaborative ensemble learning is essentially the same as normal content-based image retrieval methods. For each user $i$, it trains a PSVM model $\theta_i$ given the training examples $D_i$ and then computes the likelihood $p(x_j|\theta_i)$ for all the art images $x_j$ in database. If we memorize the computed likelihoods for any $i$ and $j$, then Eq. (11) and Eq. (12) can be directly calculated in prediction phase. However, this solution may lead to high memory cost. We will discuss this issue in our future work in Sec. 6.
4. EMPIRICAL STUDY

Empirical evaluations of our learning method are conducted in the following two experimental settings:

- **Simulation on 4533 painting images.** From Meisterwerke der Malerei CDs we collected 4533 painting images covering antique Egyptian and Arab frescoes, Chinese traditional paintings, India arts, European classical paintings, impressionism paintings, and modern arts in early 1900s. To enable an extensive objective measure of performance, we categorized them into 58 categories, mainly according to their respective artists. One artist corresponds to one category. We did not distinguish those artists for antique Arab, Egyptian, Chinese, and India paintings and just put them into four categories.

- **Online survey on 642 painting images.** We collected 642 painting images from Internet, mainly impressionism paintings and modern arts from 30 artists. To evaluate the algorithm performance on completely true user preferences, we performed a web-based online survey\(^\text{5}\) to gather user ratings for 642 images. In the survey, users randomly select a set of painting images and tell their preferences, i.e. “like”, “dislike”, or “not sure”. We so collected data from more than 200 visitors. After removing users who had rated less then 5 images, and users who had rated all of their images with one class (only like resp. only dislike), we retain a total of \(L = 190\) users. On average, each of them had rated 89 images.

In both settings, we extract and combine color histogram (216-dim.), correlogram (256-dim.), first and second color moments (9-dim.) and Pyramid wavelet texture (10-dim.) to form 491-dimensional feature vectors to represent images. Across all the experiments, we use SVMs with RBF (radius basis function) kernel. In our empirical study, we will mainly examine the accuracy of collaborative ensemble learning in terms of predicting users’ interests in art images, and compare it with other two competitive algorithms:

- **SVM content-based retrieval** trains a SVM model on a set of examples given by an active user, and then apply the model to predict the active user’s preferences. The single-SVM algorithm represents a typical CBIR approach.

- **Collaborative filtering** combines a society of advisory users’ preferences to predict a test user’s preferences. The combination is weighted by Pearson correlation between test user and other advisory users’ preferences. The algorithm applied in this paper is described in [4].

4.1 Simulation with 4533 Painting Images

In this study, we will examine the retrieval accuracy of collaborative ensemble learning in cases that users have heterogenous interests for art images based on the 4533 painting images.

To enable objective evaluation, we need to “mimic” many users’ preferences for the images. We assume that each user

\(^{5}\)The survey can be found on [http://honolulu.dbs.informatik.uni-muenchen.de:8080/paintings/index.jsp](http://honolulu.dbs.informatik.uni-muenchen.de:8080/paintings/index.jsp).

is interested in \(n\) categories. Since painting images from the same artist (e.g. one category) typically share similar painting styles, the assumption reflects the real-world cases to some extent, where one is interested in heterogeneous styles of paintings. We further assume that, without loss of generality, for a setting of \(n\), there is \(\mathcal{P}_n\), a set of profile types containing \(58 - n + 1\) profile types and the \(p\)-th profile type is interested in \(n\) adjacent categories from the \(p\)-th to the \((p+n-1)\)-th one.\(^{6}\) Then we stimulate a user’s preference data in the following steps:

1. Randomly choose the value of \(n\), where \(n\) can be 1, 2, or 3. Each possibility has equal chance.
2. Randomly assign a profile type in \(\mathcal{P}_n\) to the user, where each profile type has equal chance.
3. Randomly produce 5 liked art images and 10 disliked art images based on the profile type assigned.

We repeat the procedure 1000 times and thus produce 1000 users’ preference data. The detailed setting-up is based on some assumptions; however, we believe that it approaches real-world cases from certain perspectives. Since it is not easy to gather the ground truth, i.e. sufficient true-user preferences for an art image base, it is necessary to perform simulations at this early stage.

Our experiments will take a leave-one-out scheme, in which a user is picked up as a test user (i.e. active user) and the remaining ones serve as advisory users. Then the test user’s profile type serves as the ground truth for evaluation. Based on the profile type, we generate a number of examples, with approximately 1/3 liked images and 2/3 disliked ones, to feed the art image retrieval system. We use top-\(N\) accuracy to measure the performance, i.e. the fraction of truly liked images among the \(N\) top ranked images. We change the number of given examples for each active user, i.e. 5, 10, 15, 20, 25, 30, 35, 40, 45 and 50, to study the learning curve of the three compared methods. For one learning curve, we repeat the procedure for 10 times with different random seeds and each run will go through all the active users. Finally we

\(^{6}\)The image categories are sorted in alphabet order of artist names.

![Figure 5: Top-20 accuracy with various number of given examples for each active user. For each advisory user, we assume that 5 liked and 10 disliked images are given (Simulation on 4533-painting data)](image-url)
compute the mean and standard deviation of the mean over the 10 runs. The obtained final results have been shown in Fig. 5. Collaborative ensemble learning significantly outperforms the other two algorithms, which indicates that the algorithm effectively captures simulated users’ diverse interests for art images. While the SVM content-based retrieval shows a poor accuracy. The results confirm our analysis that although SVM demonstrate excellent learning performances in many real-world problems, it suffers the problems of modelling users’ diverse interests due to the deficiency of low-level features. Collaborative filtering performs the worst in our simulation, because the preference ratings given by advisory users are very sparse, i.e. only 0.33% of the images are rated for each user. Collaborative filtering heavily relies on the user ratings while ignoring the descriptive features of images. It cannot compute reliable Pearson correlation between two users if they have few commonly rated examples. While our proposed collaborative ensemble learning generally overcomes the weaknesses of SVM content-based approach and collaborative filtering by incorporating wider information and thus achieves the best accuracy.

In the following, we fix the number of given examples for each active user to 20 and vary \( N \), the number of top ranked results that are returned. Accuracy is then computed for all the active users and the procedure is repeated for 10 times with different random seeds. Finally the mean and error bar of the mean are calculated and demonstrated in Fig. 6. Accuracies of the three approaches are all decreasing as \( N \) increasing, indicating that all the three methods present ranking which is better than random guess (which should be a flat line with accuracy insensitive to the value of \( N \)). However, collaborative ensemble learning clearly demonstrates the best performance. Interestingly, collaborative filtering’s accuracy decreases the most quickly with \( N \) increasing. This is because that collaborative filtering is not able to generalize examples to similar cases (i.e. images distributed very close to the given examples in the low-level feature space), and thus cannot make judgements on the images never visited by any advisory user (i.e. new images). Therefore, it “consumes out” those limited number of liked images which could be suggested by advisory users at the early stage and cannot present more truly liked images when \( N \) further increases. This observation indicates that content-based approach has the ability of generalizing examples to never-rated cases, and clearly collaborative ensemble learning takes over and further enhances this advantage.

4.2 Experiments with the Online Survey Data

Although we get impression that collaborative ensemble learning presents excellent performances, however, simulation can not replace the real-world cases. In this section, we will examine the performance of the three approaches based on 190 user’s preference data on 642 painting images, which are gathered from the on-line survey. Again, we use top-\( N \) accuracy to evaluate the performance. Since we can not require a user to rate all of the 642 painting images in the survey, for each user we just partially know the “ground truth” of preferences. As a result, the true precision cannot be computed. We thus adopt the accuracy measure that is the fraction of known liked images in top ranked \( N \) images. The quantity is smaller than true accuracy because unknown liked images are missing in the measurement. However, in our survey, the presenting of images to users is completely random, thus the distributions of rated/unrated images in both unranked and ranked lists are also random. This ran-
Figure 8: Case study: Two images on the top are examples given by a user. The lower 20 images are the top-20 results returned by collaborative ensemble learning.

doneness does not change the relative values of compared methods but just the absolute values. Thus in our following experiment it still makes sense to use the adopted accuracy measurement to compare the three retrieval methods.

Our experiment takes the leave-one-out scheme again, in which we pick up each user as the active user and treat all other users as collected advisory users. We fix the number of given examples for each active user to 5 and 20 respectively, and examine the retrieval accuracy in the cases of returning various N top ranked images. We take the same methodology as Fig. 6 and demonstrate the results in Fig. 7-(a) (given 5 examples) and Fig. 7-(b) (given 20 examples). We find that collaborative ensemble learning achieves the best accuracy in both cases. Since in the data user ratings are much denser than the simulation case, collaborative filtering outperforms the SVM content-based method. Interestingly, the accuracy improvement of collaborative ensemble learning over the other two approaches are more impressive in the given-5 case. This is a very nice property for art image retrieval because users are normally not patient at the initial information-gathering stage and it is desired to get satisfactory accuracy with only a few examples. Theoretically, this nice property can be explained from the Bayesian perspective (Sec. 3.1), where we use “an informative prior” learned from all the users to constraint the Bayesian inference. Such a prior knowledge gained from population promises a good accuracy even when limited examples are fed to the learning system.

In the next, we take a closer look at a case study. As shown in Fig. 8, we let a user input a positive and a negative example to run the collaborative ensemble learning algorithm. The returned top 20 results look quite diverse and meanwhile very different from the positive example. Surprisingly, the user told us that he loves 18 out of the 20 images and there is no strongly disliked image. As a comparison, we present the results of SVM content-based approach trained on the same examples in Fig. 9. We find that 8 results are actually from the same artist as the positive example is. The user told us that he strongly dislikes the images (1,4), (3,2) (3,5), (4,1), (4,3), (4,4) and (4,5). This case study is quite interesting, which demonstrates that, in the studied case where a user gives examples that only partially convey his preferences, collaborative ensemble learning effectively infer the user’s comprehensive interests while SVM content-based approach only returns images that are similar to the positive example(s). In the art image retrieval application, presenting interesting but novel images to active users is a very nice property because a user can easily find images from the same artist (by category-based search) while has difficulties in locating potentially interesting images which are currently unknown to the user.

5. RELATED WORK

5.1 Image Retrieval

There have been extensive studies on content-based image retrieval (CBIR). All the investigated approaches approximately fall into two categories, i.e. similarity-based and learning-based approaches. A straightforward way of CBIR is to measure the similarity of images to the given examples. Research on this family of methods has been centered around the following issues: (1) extraction of image features like color, texture, region, and hybrid features, e.g. [27, 18, 6], (2) query reweighting and query center movement [15, 19, 23], and (4) efficient similarity search [15].

Image retrieval can be cast as a machine learning problem. Given some relevant and irrelevant example images from a user, a classifier is trained and applied to classify all the unseen images. One important advantage of learning-based methods is the effective means to model complex distributions. Moreover, learning-based approaches opened opportunities for further improvements of CBIR systems, like relevance feedback [34], active learning [29, 7] and transductive learning [31]. However, a common limitation of existing algorithms is that they only consider the limited examples given by current query user while ignoring the examples given by others. Some efforts were made to overcome this problem, which infer a semantic space from historical user relevance feedbacks (e.g. [11]). Recently, ensemble learn-

7Here we treat the presented 20 images as a 4 by 5 matrix.
ing gained many attentions in machine learning community, like boosting [10] and bagging [5]. Tieu and Viola made one early attempt to apply boosting to image retrieval[28].

5.2 Collaborative Filtering

A variety of CF algorithms have been proposed in the last decade. The earliest memory-based algorithms were based on the observation that people usually trust the recommendations from like-minded friends, like the movie recommender systems described in [24, 26]. Many newly proposed CF methods fall into the class of model-based CF and are inspired from machine learning algorithms. Examples include linear classifiers [33], Bayesian networks [4], dependency networks [12] and latent-class models[14]. Pure CF only mines user experiences (e.g. scores, clicks, purchases) while dose not incorporates content of items. It greatly suffers from the extreme sparsity of data and the new-item problem. To overcome these weaknesses, some efforts were recently made to combine CF with content-based filtering, however, mainly in an ad-hoc way where the results of two methods are weighted averaged [1, 20, 2]. There are only few examples of a unifying framework for these two basic information filtering ideas, one being the three-way aspect model of [22], which is only applicable to text data. Our work unifies CF and content-based filtering in a sound Bayesian framework and, in principle, can be applied to any media, including image, text and video.

6. CONCLUSIONS AND FUTURE WORK

To our best knowledge, this paper made one of the earliest attempts to study the problem of art image retrieval (AIR). Based on analysis of properties of AIR and existing possible solutions, i.e. CF and CBIR, we present a statistical approach, named collaborative ensemble learning, to meet the challenges of AIR task. The algorithm builds profiling models for each user based on low-level visual features (the CBIR idea), and uses weighted combination of many models to make predictions for active users (the CF idea). Our experiments based on two data sets demonstrate that the described algorithm is significantly superior over SVM-based CBIR algorithm and Pearson-correlation CF algorithm, in terms of prediction accuracy.

The major advantages of our work are (1) A principled framework unifying CBIR and CF has been introduced to solve the problems in art image retrieval; (2) Since theoretically any probabilistic models (not only PSVMs) can also be adopted, collaborative ensemble learning can be flexibly tailored to various tasks, like video or music retrieval; (3) Being built on the top of normal content-based retrieval models, the described approach makes one step futher by allowing “communications” among many related but not identical models when making predictions. This nice property suggests that it can be easily integrated into existing content-based media retrieval systems and adapts them to be sensitive to user preferences.

However, there are still some limitations in this paper, which will motivate our future work. (1) We need to further reduce the time and memory costs of collaborative ensemble learning. A possible solution can be selecting users with typical profiles thus the model is working on a small number of L; (2) The PSVM model are restricted with two-class examples, i.e. users must provide both liked and disliked images. As indicated in Sec. 3.2, the collaborative ensemble learning is generally applicable to any probabilistic models other than SVMs. It might be interesting to try other density models within this framework; (3) As pointed out by two anonymous reviewers, the current work only focuses on “prediction” rather than “explanation”, namely, it lacks the power to further study which style of paintings (e.g. impressionism and abstract impressionism) might be of interest to which group of people (e.g. general public, curator, and historian). One direction of future work is to extend our current model with explanatory abilities, for example, grouping users based on their preferences or grouping images based on associated users, and conduct a more comprehensive user survey for getting data that support the corresponding evaluation.
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8. REFERENCES


A. TUNING THE PARAMETERS OF PSVMS

The RBF kernel parameters as well as the constant $C$, are chosen to minimize the leave-one-out error on the training data. Since the training set for most users is very small, this typically leads to over-fitting. Thus, the kernel parameters and $C$ are shared among models, and the optimization is with respect to the average leave-one-out error on all models.

For choosing the slope $A_i$ of the sigmoid function Eq. (3), we follow the three-fold crossvalidation strategy suggested by [21]. The training data are divided into three equally sized subsets. An SVM model is trained on two of these subsets and evaluated on the third subset as a test set. The SVM outputs on all three test sets are stored, we denote them by $\hat{y}_{CV}(x)$. As the final step, the slope $A_i$ is chosen such as to maximize the regularized log-likelihood of data in the union of the three test sets, using the SVM outputs found in the cross validation procedure.