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1 Introduction and statement of the result

Let $\Sigma = (V,E)$ be a simple, loopless, finite graph on vertex set $V$ and edge set $E$. (For graph theory basics, see e.g. [5].) Write $\mathcal{I}(\Sigma)$ for the set of independent sets (sets of vertices spanning no edges) in $V$. For $\lambda > 0$ we define the hard-core measure with activity $\lambda$ on $\mathcal{I}(\Sigma)$ by

$$\pi_\lambda(I) = \frac{\lambda^{|I|}}{Z_\lambda(\Sigma)} \quad \text{for } I \in \mathcal{I}$$

where $Z_\lambda(\Sigma) = \sum_{I \in \mathcal{I}} \lambda^{|I|}$ is the appropriate normalizing constant. We will often write $w_\lambda(I)$ for $\lambda^{|I|}$ and, for $J \subseteq I$, $w_\lambda(J)$ for $\sum_{J \subseteq I} w_\lambda(J)$.

The hard-core measure originally arose in statistical physics (see e.g. [6, 1]) where it serves as a simple mathematical model of a gas with particles of non-negligible size. The vertices of $\Sigma$ we think of as sites that may or may not be occupied by particles; the rule of occupation is that adjacent sites may not be simultaneously occupied. The activity parameter $\lambda$ measures the likelihood of a site being occupied.

The measure also has a natural interpretation in the context of communications networks (see e.g. [10]). Here the vertices of $\Sigma$ are thought of as locations from which “calls” can be made; when a call is made, the call location is connected to all its neighbours, and throughout its duration, no call may be placed from any of the neighbours. Thus at any given time, the collection of locations from which calls are being made is exactly an independent set in the graph. If calls are attempted independently at each vertex as a Poisson process of rate $\lambda$ and have independent exponential mean 1 lengths, it can be shown that the long-run stationary distribution of this process is the hard-core measure on $\Sigma$.

Our particular focus in this paper is the mixing time of the Glauber dynamics, or single-site update Markov chain, for this model. The measure $\pi_\lambda$ can be realized as the stationary distribution of a certain Markov chain. Specifically, consider the chain $\mathcal{M}_\lambda = \mathcal{M}_\lambda(\Sigma)$ on state space $\mathcal{I}(\Sigma)$ with transition probabilities $P_\lambda(I, J), I, J \in \mathcal{I}(\Sigma)$, given by

$$P_\lambda(I, J) = \begin{cases} 0 & \text{if } |I \triangle J| > 1 \\ \frac{\lambda}{|V|} & \text{if } |I \triangle J| = 1, I \subseteq J \\ \frac{1}{|V|} & \text{if } |I \triangle J| = 1, J \subseteq I \\ 1 - \sum_{I \neq J \in \mathcal{I}(\Sigma)} P_\lambda(I, J') & \text{if } I = J \end{cases}$$

Underpinning the definition of $\mathcal{M}_\lambda$ is the following dynamical process, known as the Glauber dynamics on $\mathcal{I}(\Sigma)$. From an independent set $I$, the process follows three steps. The first step is to choose a vertex $v$ uniformly from $V$. The second step is to “add” $v$ to $I$ with probability $\frac{\lambda}{1+\lambda}$, and “remove” it with probability $\frac{1}{1+\lambda}$; that is, to set

$$I' = \begin{cases} I \cup \{v\} & \text{with probability } \frac{\lambda}{1+\lambda} \\ I \setminus \{v\} & \text{with probability } \frac{1}{1+\lambda}. \end{cases}$$
The third step is to move to $I'$ if it is a valid independent set, and stay at $I$ otherwise.

It is readily checked that $\mathcal{M}_\lambda$ is an ergodic, aperiodic, time reversible Markov chain with (unique) stationary distribution $\pi_\lambda$. A natural question to ask about $\mathcal{M}_\lambda$ is how quickly it converges to its stationary distribution. To make this question precise, we need a few definitions.

Let $\mathcal{M}$ be an ergodic Markov chain on state space $\Omega$, with transition probabilities $P : \Omega^2 \to [0, 1]$. For a state $\omega_0 \in \Omega$, denote by $P^t(\omega_0, \cdot)$ the distribution of the state at time $t$, given that the initial state is $\omega_0$, and denote by $\pi$ the stationary distribution. Set

$$VAR_{\omega_0}(t) = \frac{1}{2} \sum_{\omega \in \Omega} |P^t(\omega_0, \omega) - \pi(\omega)|$$

(the variation distance at time $t$ w.r.t. the initial state $\omega_0$). Define the mixing time of $\mathcal{M}$ by

$$\tau_\mathcal{M} = \max_{\omega_0 \in \Omega} \min \{ t : VAR_{\omega_0}(t') \leq \frac{1}{2e} \forall t' > t \}.$$  

The mixing time of $\mathcal{M}$ captures the speed at which the chain converges to its stationary distribution: for every $\epsilon > 0$, in order to get a sample from $\Omega$ which is within $\epsilon$ of $\pi$ (in variation distance), it is necessary and sufficient to run the chain from some arbitrarily chosen distribution for some multiple (depending on $\epsilon$) of the mixing time.

If $\mathcal{M}$ is time reversible (that is, satisfies the detailed balance equations:

$$\pi(\omega_1)P(\omega_1, \omega_2) = \pi(\omega_2)P(\omega_2, \omega_1) \text{ for all } \omega_1, \omega_2 \in \Omega$$

then the notion of conductance, introduced in [9], can be used to analyze the behavior of $\tau_\mathcal{M}$. For $\omega_1, \omega_2 \in \Omega$ and $A, B \subseteq \Omega$, set

$$Q(\omega_1, \omega_2) = \pi(\omega_1)P(\omega_1, \omega_2) \quad \text{and} \quad Q(A, B) = \sum_{\omega_1 \in A, \omega_2 \in B} Q(\omega_1, \omega_2).$$

For $\emptyset \neq S \subset \Omega$, define the conductance of $S$ as

$$\Phi(S) = \frac{Q(S, \Omega \setminus S)}{\pi(S)}.$$  

We may interpret $\Phi(S)$ as the probability under $\pi_\lambda$ that the chain escapes from $S$ in one step, given that it is in $S$. Define the conductance of $\mathcal{M}$ as

$$\Phi_{\mathcal{M}} = \min_{0<\pi(S)\leq\frac{1}{2}} \Phi(S).$$

We may then bound the mixing time of $\mathcal{M}$ using the bound

$$\tau_\mathcal{M} \geq \frac{1}{2\Phi_{\mathcal{M}}}$$

(see e.g. [9]). Thus to show that the mixing time is large, it is enough to exhibit a single $S$ with small conductance.
In [3] a study was made of the Glauber dynamics for the hard-core measure on the discrete torus $T_{L,d}$. This is the graph whose vertex set is the box $[-L,L]^d$ in $\mathbb{Z}^d$, the $d$-dimensional integer lattice with the usual adjacency, and with opposite faces identified. It was shown, using the conductance method, that for $\lambda$ growing exponentially with $d$, the Glauber dynamics mixes exponentially slowly in $L^{d-1}$, the surface area of the torus.

In light of a recent result of Galvin and Kahn [8], it is tempting to believe that slow mixing on $T_{L,d}$ should hold for much smaller values of $\lambda$; even for $\lambda$ tending to 0 as $d$ grows. The main result of [8] is that the hard-core model on $\mathbb{Z}^d$ exhibits multiple Gibbs phases for $\lambda > Cd^{-1/4} \log^{3/4} d$ for some large constant $C$. Specifically, write $\mathcal{E}$ and $\mathcal{O}$ for the sets of even and odd vertices of $\mathbb{Z}^d$ (defined in the obvious way: a vertex of $\mathbb{Z}^d$ is even if the sum of its coordinates is even). Set $\Lambda_M = [-L,L]^d$, $\partial \Lambda_M = [-L,L]^d \setminus [-L-1,L-1]^d$.

For $\lambda > 0$, choose $I$ from $\mathcal{I}(\Lambda_M)$ with $\Pr(I = I) \propto \lambda^{|I|}$. The main result of [8] is:

**Theorem 1.1** There is a constant $C$ such that if $\lambda > Cd^{-1/4} \log^{3/4} d$, then

$$\lim_{M \to \infty} \Pr(0 \in I | I \supseteq \partial \Lambda_M \cap \mathcal{E}) > \lim_{M \to \infty} \Pr(0 \in I | I \supseteq \partial \Lambda_M \cap \mathcal{O}).$$

Thus, roughly speaking, the influence of the boundary on behavior at the origin persists as the boundary recedes. Informally, this suggests that for $\lambda$ in this range, the typical independent set chosen according to the hard-core measure is either predominantly odd or predominantly even. Thus there is a highly unlikely “bottleneck” set of balanced independent sets separating the predominantly odd sets from the predominantly even ones. It is the existence of this bottleneck that should cause the conductance of the Glauber dynamics chain to be small, and thus cause its mixing time to be large.

In this paper, by studying a simpler but related graph, we provide some evidence for slow mixing on $\mathbb{Z}^d$ at small values of $\lambda$. We give a proof that the Glauber dynamics for the hard-core measure on the $d$-dimensional Hamming cube $\{0,1\}^d$ mixes exponentially slowly in the volume of the cube for $\lambda > \omega(\log^{3/2} d/d^{1/4})$.

Our main result actually applies to any regular bipartite graph. Before stating it, we establish some notation. From now on, $\Sigma = (V,E)$ will be a $d$-regular, bipartite graph with partition classes $\mathcal{E}$ and $\mathcal{O}$. Set $M = |\mathcal{E}| = |\mathcal{O}|$.

For $u, v \in V$ we write $u \sim v$ if there is an edge in $\Sigma$ joining $u$ and $v$. Set $N(u) = \{w \in V : w \sim u\}$ ($N(u)$ is the *neighbourhood of* $u$) and $N(A) = \cup_{w \in A} N(w)$. For $A \subseteq \mathcal{E}$ (or $A \subseteq \mathcal{O}$) set

$$[A] = \{x \in V(\Sigma) : N(x) \subseteq N(A)\}$$

and say that such an $A$ is *small* if $|A| \leq M/2$. Define the *bipartite expansion constant* of $\Sigma$ by

$$\delta(\Sigma) = \max \left\{ \frac{|N(A)| - |A|}{|N(A)|} : A \subseteq \mathcal{E} \text{ small or } A \subseteq \mathcal{O} \text{ small, } A \neq \emptyset \right\}.$$
(Note that if \( \Sigma \) is connected, \( 0 < \delta < 1 \).

All implied constants in \( O \) and \( \Omega \) notation are independent of \( d \). We use “log” throughout for \( \log_2 \) and “ln” for \( \log_e \). We write \( \exp_2 x \) for \( 2^x \). We always assume that \( d \) is sufficiently large to support our assertions.

Set

\[
\alpha(\lambda) = \frac{\log(1 + \lambda)}{44 (1 + \log(1 + \lambda)) \log \left( 2 + \frac{1}{\log(1 + \lambda)} \right)} \quad (3)
\]

and

\[
\beta(\lambda) = \frac{\log^2(1 + \lambda)}{\log(1 + \lambda) + \log(d^\delta)}.
\]

We note for future reference that

\[ \lambda > \frac{1}{\sqrt{d}} \quad \text{implies} \quad \frac{1}{2} > \alpha(\lambda) = \Omega \left( \frac{1}{\sqrt{d} \log d} \right). \quad (4) \]

Our main result is

**Theorem 1.2** Let \( \Sigma \) be a connected, \( d \)-regular, bipartite graph with \( 2M > d^2 \) vertices and bipartite expansion constant \( \delta \). There is a constant \( c_1 > 0 \) such that whenever \( \lambda \) satisfies

\[
\beta(\lambda) > c_1 \max \left\{ \frac{\log(d^\delta/\delta)}{\sqrt{d}}, \frac{\log^2 d}{\delta d} \right\} \quad (5)
\]

we have

\[
\tau_{M,\lambda}(\Sigma) > \exp_2 \{ \Omega(M \alpha(\lambda) \beta(\lambda) \delta) \}.
\]

**Remark 1.** We do not believe that our bound on \( \lambda \) is best possible. In the other direction, Luby and Vigoda [14] have shown that if \( \Sigma \) is any graph (not necessarily bipartite) with maximum degree \( \Delta \), then \( \tau_{M,\lambda}(\Sigma) \) is a polynomial in \( |V(\Sigma)| \) whenever \( \lambda < 2/\Delta - 2 \).

**Remark 2.** If we add as an additional hypothesis to Theorem 1.2 that \( \Sigma \) has **bounded codegree** (that is, there is a constant \( \kappa \) independent of \( d \) such that each pair of vertices in \( \Sigma \) has at most \( \kappa \) common neighbours), then we can slightly improve our bound on \( \lambda \) to

\[
\beta(\lambda) > c_1 \max \left\{ \frac{\log(d^\delta/\delta)}{\sqrt{d}}, \frac{\log d}{\delta d^2} \right\}. \quad (6)
\]

We do not present the more complicated argument here.

Note that since \( \delta < 1 \), we cannot possibly satisfy (5) for \( \lambda \leq 1/\sqrt{d} \), so we may (and will) assume from here on that \( \lambda > 1/\sqrt{d} \).
1.1 Application to the hypercube

As an application of Theorem 1.2, we consider the case \( \Sigma = Q_d \), the \( d \) -dimensional hypercube. This is the graph on vertex set \( \{0, 1\}^d \) in which two vertices are adjacent if they differ on exactly one coordinate. The cube is a \( d \) -regular bipartite graph; we take \( \mathcal{E} \) to be the bipartition class consisting of all those vertices the sum of whose coordinates is even.

Before applying the theorem, we need to know something about isoperimetry in the cube. A Hamming ball centered at \( x_0 \) in \( Q_d \) is any set of vertices \( B \) satisfying

\[
\{ u \in V(Q_d) : \rho(u, x_0) \leq k \} \subseteq B \subseteq \{ u \in V(Q_d) : \rho(u, x_0) \leq k + 1 \}
\]

for some \( k < d \), where \( \rho \) is the usual graph distance (which in this case coincides with the Hamming distance on \( \{0, 1\}^d \)). An even (resp. odd) Hamming ball is a set of vertices of the form \( B \cap \mathcal{E} \) (resp. \( B \cap \mathcal{O} \)) for some Hamming ball \( B \). We use the following result of Körner and Wei [11]:

**Lemma 1.3** For every \( C \subseteq \mathcal{E} \) (resp. \( \mathcal{O} \)) and \( D \subseteq V(Q_d) \), there exists an even (resp. odd) Hamming ball \( C' \) and a set \( D' \) such that \( |C'| = |C| \), \( |D'| = |D| \) and \( \rho(C', D') \geq \rho(C, D) \).

We also use a result concerning the sums of binomial coefficients which follows from the Chernoff bounds [4] (see also [2], p.11):

\[
\sum_{i=0}^{[N]} \binom{N}{i} \leq 2^{H(c)N} \quad \text{for } c \leq \frac{1}{2},
\]

(7)

where \( H(x) = -x \log x - (1 - x) \log(1 - x) \) is the usual binary entropy function and \( [x] \) denotes the integer part of \( x \).

**Claim 1.4** \( \delta(Q_d) = \Omega(1/\sqrt{d}) \).

**Proof:** We will show that for any \( A \subseteq \mathcal{E} \) (or \( \mathcal{O} \)) with \( |A| \leq M/2 \), we have \( (|N(A)| - |A|)/|N(A)| = \Omega(1/\sqrt{d}) \). Without loss of generality, we may assume that \( A \subseteq \mathcal{E} \). Let such an \( A \) be given. Applying Lemma 1.3 with \( C = A \) and \( D = V(Q_d) \setminus (A \cup N(A)) \), we find that there exists an even Hamming ball \( A' \) with \( |A'| = |A| \) and \( |N(A)| \geq |N(A')| \).

So we may assume that \( A \) is an even Hamming ball.

We consider only the case where \( A \) is centered at an even vertex, without loss of generality \( \mathcal{O} := \{0, \ldots, 0\} \), the other case being similar. In this case,

\[
\{ v \in \mathcal{E} : \rho(v, \mathcal{O}) \leq k \} \subseteq A \subseteq \{ v \in \mathcal{E} : \rho(v, \mathcal{O}) \leq k + 2 \}
\]

for some even \( k \leq d/2 \) (the bound on \( k \) coming from the fact that \( |A| \leq M/2 \)). For each \( 0 \leq i \leq (k + 2)/2 \), set \( B_i = A \cap \{ v : \rho(v, \mathcal{O}) = 2i \} \), and \( N^+(B_i) = N(B_i) \cap \{ u : \rho(u, \mathcal{O}) = 2i + 1 \} \). It is clear that \( N(A) = \cup_{0 \leq i \leq (k+2)/2} N^+(B_i) \) and that

\[
\cup_{0 \leq i \leq k/2} N^+(B_i) = \{ v \in \mathcal{O} : \rho(v, \mathcal{O}) \leq k + 1 \}.
\]
Also, observe that for all \( i \)

\[
\frac{|B_i|}{|N^+(B_i)|} \leq \frac{2i + 1}{d - 2i},
\]

from which it follows that

\[
|N^+(B_{(k+2)/2})| - |B_{(k+2)/2}| \geq \frac{-10}{d - 4} |N^+(B_{(k+2)/2})| \geq \frac{-20}{d} \binom{d}{k+3}.
\]

Indeed, (8) is an equality except when \( i = (k + 2)/2 \), in which case it follows from the fact that each vertex in \( B_{(k+2)/2} \) has exactly \( d - (k + 2) \) neighbours in \( N^+(B_{(k+2)/2}) \), and each vertex in \( N^+(B_{(k+2)/2}) \) has at most \( (k + 2) + 1 \) neighbours in \( B_{(k+2)/2} \).

We deal first with the case \( k \leq d/4 \). In this case, (8) gives

\[
\frac{|B_i|}{|N^+(B_i)|} \leq \frac{2}{3}
\]

and so \((|N(A)| - |A|)/|N(A)| \geq 1/3\).

For \( d/4 < k \leq d/2 \) and \( c \) any constant, we claim that

\[
\sum_{i=0}^{k+c} \binom{d}{i} = O \left( \sqrt{d} \binom{d}{k+c} \right),
\]

where the constant in the \( O \) depends on \( c \). For \( k + c \leq d/2 \), this follows from (7):

\[
\sum_{i=0}^{k+c} \binom{d}{i} \leq 2^{H(\frac{d}{k+c})^d} = O \left( \sqrt{d} \binom{d}{k+c} \right),
\]

the equality being an easy consequence of Stirling’s approximation, while for \( k+c \geq d/2 \) we have

\[
\sum_{i=0}^{k+c} \binom{d}{i} \leq 2^d = O \left( \sqrt{d} \binom{d}{k+c} \right),
\]

once again from Stirling’s approximation. For \( d/4 < k \leq d/2 \), we therefore have

\[
|N(A)| - |A| = |N^+(B_{(k+2)/2})| - |B_{(k+2)/2}| + \sum_{i=0}^{k/2} \binom{d}{2i+1} - \binom{d}{2i} \\
\geq \frac{-20}{d} \binom{d}{k+3} + \sum_{i=0}^{k/2} \binom{d-1}{2i} \frac{d(d-1)}{(2i+1)(d-2i)} \\
= \Omega \left( 2 \binom{d-1}{k} - \frac{20}{d} \binom{d}{k+3} \right) \\
= \Omega \left( \left( 1 - \frac{20}{d} \right) \binom{d}{k+3} \right),
\]

\[
(10)
\]
and
\[
|N(A)| = |N^+(B_{(k+3)/2})| + \sum_{i=0}^{k/2} \binom{d}{2i+1} \leq \sum_{i=0}^{k+3} \binom{d}{i} = O \left( \sqrt{d} \binom{d}{k+3} \right), \tag{11}
\]
the last equality following from (9). Combining (10) and (11), we may now conclude that
\[
\frac{|N(A)| - |A|}{|N(A)|} = \Omega \left( \frac{1}{\sqrt{d}} \right).
\]

We therefore have that if \( c_2 > 0 \) is a suitably large constant, then (5) is satisfied as long as \( \lambda > c_2 \frac{\log^{3/2} d}{d^{1/4}} \). So a corollary of Theorem 1.2 is

**Corollary 1.5** There are constants \( c_2, c_3 > 0 \) such that whenever \( \lambda > c_2 \frac{\log^{3/2} d}{d^{1/4}} \) we have \( \tau_{\lambda}(Q_d) \) at least
\[
\exp_n \left\{ \Omega \left( \frac{\log^3 (1 + \lambda)}{\sqrt{d} (1 + \log(1 + \lambda)) (c_3 \log d + \log(1 + \lambda)) \log (2 + \frac{1}{\log(1 + \lambda)})} \right) \right\}.
\]
In particular,
\[
\tau_{\lambda}(Q_d) \geq \begin{cases} 
\exp_n \left\{ \frac{\log^3 (1 + \lambda)}{\sqrt{d} \log^2 d} \right\} & \text{if } c_2 \frac{\log^{3/2} d}{d^{1/4}} < \lambda < O(1), \\
\exp_n \left\{ \frac{\log^2 (1 + \lambda)}{\sqrt{d} \log d} \right\} & \text{if } \Omega(1) < \lambda < O(d), \\
\exp_n \left\{ \frac{\log (1 + \lambda)}{\sqrt{d}} \right\} & \text{if } \Omega(d) < \lambda.
\end{cases}
\]

**Remark 3.** Using (6) in place of (5) (which we may do, since \( Q_d \) has bounded codegree) we may improve the bound on \( \lambda \) in Corollary 1.5 to \( \lambda > c_4 \frac{\log d}{d^{1/4}} \) for some constant \( c_4 > 0 \).

## 2 Proof of Theorem 1.2

Throughout this section we fix \( \Sigma \) satisfying the conditions of Theorem 1.2. Set
\[
\mathcal{I}_E = \{ I \in \mathcal{I}(\Sigma) : |I \cap E| > |I \cap \mathcal{O}|\},
\]
define \( \mathcal{I}_O \) analogously, and set \( \mathcal{I}_b = \mathcal{I}(\Sigma) \setminus (\mathcal{I}_E \cup \mathcal{I}_O) \) (\( \mathcal{I}_b \) is the set of balanced independent sets). Without loss of generality, assume \( \pi_{\lambda}(\mathcal{I}_E) \leq 1/2 \). Because Glauber dynamics
changes the size of an independent set by at most one at each step, we have that if 
$I \in \mathcal{I}_E, J \notin \mathcal{I}_E$ satisfy $P_\lambda(I, J) \neq 0$, then $J \in \mathcal{I}_b$. Combining this observation with reversibility, we have

$$Q(\mathcal{I}_E, \Omega \setminus \mathcal{I}_E) = \sum_{I \in \mathcal{I}_E, J \notin \mathcal{I}_E} \pi_\lambda(I) P_\lambda(I, J) \leq \pi_\lambda(\mathcal{I}_b).$$

and so (using the trivial lower bound $w_\lambda(\mathcal{I}_E) \geq (1 + \lambda)^M$)

$$\Phi_{M_\lambda} \leq \Phi(\mathcal{I}_E) \leq \frac{\pi_\lambda(\mathcal{I}_b)}{\pi_\lambda(\mathcal{I}_E)} = \frac{w_\lambda(\mathcal{I}_b)}{w_\lambda(\mathcal{I}_E)} \leq \frac{w_\lambda(\mathcal{I}_b)}{(1 + \lambda)^M}.$$

Thus (recalling (2)) to show that $\tau_{M_\lambda}$ is large, it is enough to show that $w_\lambda(\mathcal{I}_b)$ is small. We may think of $\mathcal{I}_b$ as a “bottleneck” set through which any run of the chain must pass in order to mix; if the bottleneck has low measure, the mixing time is high.

We will actually consider a larger “bottleneck” set. Set

$$\mathcal{I}^{\text{triv}} = \{ I \in \mathcal{I} : |I \cap \mathcal{E}|, |I \cap \mathcal{O}| \leq \alpha(\lambda) M \}$$

and

$$\mathcal{I}^{\text{nt}} = \{ I \in \mathcal{I} : \min\{|I \cap \mathcal{E}|, |I \cap \mathcal{O}|\} \geq \alpha(\lambda) M \},$$

where $\alpha(\lambda)$ is as defined in (3). Note that $\mathcal{I}_b \subseteq \mathcal{I}^{\text{triv}} \cup \mathcal{I}^{\text{nt}}$. We will show that as long as $\lambda$ satisfies (5),

$$w_\lambda(\mathcal{I}^{\text{triv}} \cup \mathcal{I}^{\text{nt}}) \leq (1 + \lambda)^M \exp_2 \{-\Omega(M\alpha(\lambda)\beta(\lambda)\delta)\}, \quad (12)$$

from which Theorem 1.2 follows via (2).

Dealing with $w_\lambda(\mathcal{I}^{\text{triv}})$ is relatively straightforward. We begin by observing that

$$4\alpha(\lambda) \log \frac{1}{\alpha(\lambda)} \leq \frac{\log(1 + \lambda)}{2(1 + \log(1 + \lambda))}. \quad (13)$$

To see this, first set

$$\gamma(\lambda) = \frac{\log(1 + \lambda)}{1 + \log(1 + \lambda)}.$$

Note that for all $\lambda > 0$, $0 < \gamma(\lambda) < 1$. Now (13) reduces to

$$44 \log \left(1 + \frac{1}{\gamma(\lambda)}\right) \leq \gamma(\lambda) \left(1 + \frac{1}{\gamma(\lambda)}\right)^{11/2},$$
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That this inequality holds for all $0 < \gamma(\lambda) < 1$ is a routine calculus exercise. Note also that for $0 < x < 1/2$,
\[ x \leq H(x) \leq 2x \log \frac{1}{x}, \quad (14) \]
(where recall $H(x) = -x \log x - (1 - x) \log(1 - x)$). With the inequalities justified below, we have

\[ w_\lambda(I_{\text{triv}}) \leq \left( \frac{M}{\alpha(\lambda)M} \right)^2 (1 + \lambda)^{2\alpha(\lambda)M} \]
\[ \leq \exp_2 \left\{ 2H(\alpha(\lambda))M + 2\alpha(\lambda)M \log(1 + \lambda) \right\} \quad (15) \]
\[ \leq \exp_2 \left\{ 2MH(\alpha(\lambda))(1 + \log(1 + \lambda)) \right\} \quad (16) \]
\[ \leq \exp_2 \left\{ 4M\alpha(\lambda) \log \frac{1}{\alpha(\lambda)}(1 + \log(1 + \lambda)) \right\} \quad (17) \]
\[ \leq \exp_2 \left\{ M \frac{\log(1 + \lambda)}{2} \right\} \quad (18) \]
\[ \leq (1 + \lambda)^{M/2}. \quad (19) \]

Here (and throughout) we use $\binom{n}{\leq k}$ for $\sum_{i \leq k} \binom{n}{i}$. In (15), we are using (7), which is applicable by (4). In (16) we are using the first inequality in (14) and in (17) we are using the second (again, both of these are applicable by (4)). Finally in (18) we are using (13).

Bounding $w_\lambda(I_{\text{nt}})$ requires much more work. We begin by enlarging $I_{\text{nt}}$ slightly. Say that $I \in I(\Sigma)$ is small on $\mathcal{E}$ if $|I \cap \mathcal{E}| \leq M/2$, and set

\[ I_{\mathcal{E}} = \{ I \in I_{\text{nt}} : I \text{ is small on } \mathcal{E} \}. \]

Define small on $\mathcal{O}$ and $I_{\mathcal{O}}$ similarly. A simple argument, based on the fact that $\Sigma$ has a perfect matching, shows that any $I \in I(\Sigma)$ must be small on at least one of $\mathcal{E}$, $\mathcal{O}$, and so we have

\[ w_\lambda(I_{\text{nt}}) \leq 2 \max \left\{ w_\lambda(I_{\mathcal{E}}), w_\lambda(I_{\mathcal{O}}) \right\}. \]

We may assume without loss of generality that

\[ w_\lambda(I_{\mathcal{E}}) = \max \left\{ w_\lambda(I_{\mathcal{E}}), w_\lambda(I_{\mathcal{O}}) \right\} \]

so that it is enough to show that

\[ w_\lambda(I_{\mathcal{E}}) \leq (1 + \lambda)^M \exp_2 \left\{ -\Omega(M\alpha(\lambda)\beta(\lambda)\delta) \right\}. \]

For each $a \geq \alpha(\lambda)M$ and $g \geq a$ set

\[ \mathcal{A}(a, g) = \{ A \subseteq \mathcal{E} : |A| = a, |N(A)| = g \} \]
and set
\[ I(a, g) = \{ I \in \mathcal{I}_\mathcal{E}^\mu : I \cap \mathcal{E} \in \mathcal{A}(a, g) \}. \]
We have
\[
\begin{align*}
\lambda(I^\mu_{\mathcal{E}}) &\leq \sum_{a \geq a(\lambda)M, \ g \geq a} \lambda(I(a, g)) \\
&\leq \sum_{a \geq a(\lambda)M, \ g \geq a} \lambda(A(a, g))(1 + \lambda)^{M-g} \\
&\leq (1 + \lambda)^M \sum_{a \geq a(\lambda)M, \ g \geq a} \lambda(A(a, g))(1 + \lambda)^{-g} \\
&\leq (1 + \lambda)^M M^2 \max_{a \geq a(\lambda)M, \ g \geq a} \lambda(A(a, g))(1 + \lambda)^{-g}.
\end{align*}
\]

We now state the main theorem, whose proof (given in Section 3) is based on ideas of A. Sapozhenko.

**Theorem 2.1** Let \( \Sigma \) be any graph satisfying the assumptions of Theorem 1.2. We have
\[
\lambda(A(a, g)) \leq (1 + \lambda)^{g} \exp \{ -\Omega ((g - a) \beta(\lambda)) \}.
\]
for any \( a \geq \alpha(\lambda)M \) and any \( \lambda \) satisfying (5).

For \( a \geq \alpha(\lambda)M \) and \( g \geq a \) we have \( g - a \geq \delta g \geq M \alpha(\lambda) \delta \) and so
\[
\lambda(I^\mu_{\mathcal{E}}) \leq (1 + \lambda)^M M^2 \exp \{ -\Omega (M \alpha(\lambda) \beta(\lambda) \delta) \} \\
\leq (1 + \lambda)^M \exp \{ -\Omega (M \alpha(\lambda) \beta(\lambda) \delta) \}.
\]  
(20)

To see that the factor of \( M^2 \) may be absorbed into the exponent, note that by hypothesis, \( 2M > d^2 \) and so \( M^2 \leq \exp \{ O(M \log d/d^2) \} \), and that combining (4) and (5) we have \( \alpha(\lambda) \beta(\lambda) \delta \geq \Omega (\log d/d \sqrt{d}) \).

Combining (20) and (19) we get (12) and hence Theorem 1.2.

### 3 Proof of Theorem 2.1

For \( u, v \in V \) and \( A, B \subseteq V \) we write \( u \sim v \) if there is an edge in \( \Sigma \) joining \( u \) and \( v \), \( \nabla(A) \) for the set of edges having one end in \( A \) and (if \( A \cap B = \emptyset \)) \( \nabla(A, B) \) for the set of edges having one end in each of \( A, B \).

Throughout this section, we fix \( \Sigma \) satisfying the assumptions of Theorem 1.2. We also fix \( a \) and \( g \), but we do not assume \( a \geq \alpha(\lambda)M \). We write \( \mathcal{A} \) for \( \mathcal{A}(a, g) \). Given \( A \in \mathcal{A}(a, g) \) we always write \( G \) for \( N(A) \) and set \( t = g - a \). For \( S, T \subseteq V \) we write \( \nabla(S) \) for the set of edges having one end in \( S \) and (if \( S \cap T = \emptyset \)) \( \nabla(S, T) \) for the set of edges having one end in each of \( S, T \). Note that for \( A \in \mathcal{A} \),
\[
|\nabla(G, \mathcal{E} \setminus [A])| = dg - da = td.
\]  
(21)
The proof of Theorem 2.1 involves the idea of “approximation”. We begin with an informal outline. To bound $w_\lambda(A)$, we produce a small set $U$ with the properties that each $A \in \mathcal{A}$ is “approximated” (in an appropriate sense) by some $U \in U$, and for each $U \in U$, the total weight of those $A \in \mathcal{A}$ that could possibly be “approximated” by $U$ is small. (Each $U \in U$ will consist of two parts; one each approximating $G$ and $A$.) The product of the bound on $|U|$ and the bound on the weight of those $A \in \mathcal{A}$ that may be approximated by any $U$ is then a bound on $w_\lambda(A)$. The set $U$ is itself produced by an approximation process — we first produce a small set $V$ with the property that each $A \in \mathcal{A}$ is “weakly approximated” (in an appropriate sense) by some $V \in V$, and then show that for each $V$ there is a small set $W(V)$ with the property that for each $A \in \mathcal{A}$ that is “weakly approximated” by $V$, there is a $W \in W(V)$ which approximates $A$; we then take $U = \cup_{V \in V} W(V)$. (Each $V \in V$ will consist of a single part.)

The main inspiration for the proof of Theorem 2.1 is the work of A. Sapozhenko, who, in [16], gave a relatively simple derivation for the asymptotics of the number of independent sets in $Q_d$ (in the notation of (1), this is the asymptotics of $Z_\lambda(Q_d)$ with $\lambda = 1$), earlier derived in a more involved way in [12]. Our Lemma 3.3 is a modification of a lemma in [15], and our overall approach is similar to [16]. See e.g. [7] for another recent application of these ideas.

We now begin the formal discussion of Theorem 2.1 by introducing the two notions of approximation that we will use, beginning with the weaker notion. A covering approximation for $A \subseteq \mathcal{E}$ is a set $F_0 \in 2^O$ satisfying

$$F_0 \subseteq G, \ N(F_0) \supseteq [A].$$

The second notion of approximation depends on a parameter $\psi$, $1 \leq \psi \leq d/2$. A $\psi$-approximation for $A \subseteq \mathcal{E}$ is a pair $(F, S) \in 2^O \times 2^E$ satisfying

$$F \subseteq G, \ S \supseteq [A],$$

$$d_F(u) \geq d - \psi \ \forall u \in S$$

and

$$d_{E \setminus S}(v) \geq d - \psi \ \forall v \in O \setminus F.$$ \hspace{1cm} (24)

Note that if $x \in [A]$ then $N(x) \subseteq G$, and if $y \in O \setminus G$ then $N(y) \subseteq E \setminus [A]$. If we think of $S$ as “approximate $[A]$” and $F$ as “approximate $G$”, (23) says that if $x \in \mathcal{E}$ is in “approximate $[A]$” then almost all of its neighbours are in “approximate $G$”, while (24) says that if $y \in O$ is not in “approximate $G$” then almost all of its neighbours are not in “approximate $[A]$”.

Before continuing, we note a property of $\psi$-approximations that will be of use later.

**Lemma 3.1** If $(F, S)$ is a $\psi$-approximation for $A \in \mathcal{A}$ then

$$|S| \leq |F| + \frac{2t\psi}{d - \psi}.$$ \hspace{1cm} (25)
Proof: Observe that $|\nabla(S,G)|$ is bounded above by $d|F| + \psi|G \setminus F|$ and below by $d|[A]| + (d - \psi)|S \setminus [A]| = d|S| - \psi|S \setminus [A]|$, giving

$$|S| \leq |F| + \frac{\psi|(G \setminus F) \cup (S \setminus [A])|}{d},$$

and that each $u \in (G \setminus F) \cup (S \setminus [A])$ contributes at least $d - \psi$ edges to $\nabla(G, E \setminus [A])$, a set of size $td$, giving

$$|(G \setminus F) \cup (S \setminus [A])| \leq \frac{2td}{d - \psi}.$$  

These two observations together give (25).

There are three parts to the proof of Theorem 2.1. Lemma 3.2 is the first “approximation” step, producing a small family $V$ of covering approximations for $A$. Lemma 3.3 is the second “approximation” step, refining the covering approximations to produce a family $W$ of $\psi$-approximations for $A$. Finally, Lemma 3.4 is the “reconstruction” step, bounding the weight of the set of $A$’s that could possibly be $\psi$-approximated by a member of $W$. We now state the three relevant lemmas. We will then derive Theorem 2.1 before turning to the proofs of the approximation and reconstruction lemmas.

Lemma 3.2 There is a $V = V(a, g) \subseteq 2^O$ with

$$|V| \leq \left( \frac{M}{2a \log d} \right)$$

such that each $A \in A$ has a covering approximation in $V$.

Lemma 3.3 For any $F_0 \in V$ and $1 \leq \psi \leq d/2$ there is a $W = W(F_0, \psi, a, g) \subseteq 2^O \times 2^E$ with

$$|W| \leq \left( \frac{2g \log d}{2g} \right) \left( \frac{2d^3 g \log d}{2 \psi} \right) \left( \frac{2g \log d}{td - \psi} \right)$$

such that any $A \in A$ for which $F_0$ is a covering approximation has a $\psi$-approximation in $W$.

Lemma 3.4 Given $1 \leq \psi \leq d/2$ and $1 \geq \gamma > \frac{-2\psi}{d - \psi}$, for each $(F, S) \in 2^O \times 2^E$ that satisfies (25) we have

$$\sum w_\lambda(A) \leq \max \left\{ (1 + \lambda)^{g - t}, \left( \frac{3dg}{2 \psi + \gamma t} \right) \right\}$$

where the sum is over all those $A$’s in $A$ satisfying $F \subseteq G$ and $S \supseteq [A]$. 
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Before turning to the proofs of Lemmas 3.2, 3.3 and 3.4, we use them to obtain Theorem 2.1. Throughout, we will use (usually without comment) a simple observation about sums of binomial coefficients: if \( k = o(n) \), we have

\[
\sum_{i \leq k} \binom{n}{i} \leq (1 + O(k/n)) \binom{n}{k} \\
\leq (1 + O(k/n)) (en/k)^k \\
\leq \exp{(1 + O(k/n))} \left( \frac{e}{n/k} \right)^k \\
\leq \exp{\left\{ (1 + o(1)) k \log(n/k) \right\}}.
\]

(27)

Take \( \psi = \sqrt{d} \) and \( \gamma = \frac{\log(1 + \lambda)}{\sqrt{d}} - \frac{\sqrt{\lambda}}{d - \sqrt{d}} \log(d^3/\delta) \).

Note that for this choice of \( \psi \) and \( \gamma \) we have \( \gamma > \frac{\psi}{d - \psi} \), and so

\[
\log \frac{3d}{\delta (d - \psi + \gamma)} \leq \frac{1}{2} \log(d^3/\delta).
\]

The bound in (26) is therefore at most

\[
(1 + \lambda)^g \exp{\left\{ \max \left\{ -\gamma t \log(1 + \lambda), \frac{2\psi}{d - \psi} + \gamma \log(d^3/\delta) \right\} \right\}}.
\]

(Here we have used (27)). For our choice of \( \psi \) and \( \gamma \) this is at most

\[
(1 + \lambda)^g \exp{\left\{ t \log(1 + \lambda) \frac{\sqrt{\lambda}}{d - \sqrt{d}} \log(d^3/\delta) - t \frac{\log^2(1 + \lambda)}{\log(1 + \lambda) + \log(d^3/\delta)} + t \frac{\sqrt{d} \log(d^3/\delta)}{d - \sqrt{d}} \right\}},
\]

which in turn is at most

\[
(1 + \lambda)^g \exp{\left\{ O \left( \frac{t \log(d^3/\delta)}{\sqrt{d}} \right) - t \frac{\log^2(1 + \lambda)}{\log(1 + \lambda) + \log(d^3/\delta)} \right\}}.
\]

(28)

The bounds in Lemmas 3.3 and 3.4 are at most

\[
\exp{\left\{ O \left( g \frac{\log d}{d} + t \frac{\log(d^3/\delta)}{\sqrt{d}} \right) \right\}} \quad \text{and} \quad \exp{\left\{ O \left( g \frac{\log^2 d}{d} \right) \right\}}
\]

(29)

respectively. For the latter bound, we are using the assumption \( a \geq \alpha(M) \) of Theorem 2.1 and the fact that \( \lambda > 1/\sqrt{d} \), which together imply (via (4)) that

\[
\frac{Md}{g \log d} \leq d^{3/2}.
\]
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Combining (29) with (28), we get
\[
    w_\lambda(A) \leq (1 + \lambda)^g \exp_2 \left\{ O \left( g \frac{\log^2 d}{d} + t \frac{\log(d^5/\delta)}{\sqrt{d}} \right) - \frac{t \log^2(1 + \lambda)}{\log(1 + \lambda) + \log(d^5/\delta)} \right\}.
\]

Noting that \( t \geq \delta g \) always, we find that if \( \lambda \) satisfies (5) with a suitably large constant \( c_1 \), then
\[
    w_\lambda(A) \leq (1 + \lambda)^g \exp_2 \left\{ -\Omega \left( \frac{t \log^2(1 + \lambda)}{\log(1 + \lambda) + \log(d^5/\delta)} \right) \right\}.
\]

and so we get Theorem 2.1.

We now turn to the proofs of Lemma 3.2, 3.3 and 3.4.

**Proof of Lemma 3.2:** We appeal to a special case of a fundamental result due to Lovász [13] and Stein [17]. For a bipartite graph \( \Gamma \) with bipartition \( P \cup Q \), we say that \( Q' \subseteq Q \) covers \( P \) if each \( p \in P \) has a neighbour in \( Q' \).

**Lemma 3.5** If \( \Gamma \) as above satisfies \( |N(x)| \geq p \) for each \( x \in P \) and \( |N(y)| \leq q \) for each \( y \in Q \), then \( P \) is covered by some \( Q' \subseteq Q \) with
\[
    |Q'| \leq (|Q|/p)(1 + \ln q).
\]

Applying the lemma with \( \Gamma \) the subgraph of \( \Sigma \) induced by \( [A] \cup G \), \( P = [A] \), \( Q = G \) and \( p = q = d \), we find that each \( A \in A \) has a covering approximation of size at most \( \frac{2g \log d}{d} \). Lemma 3.2 follows.

**Proof of Lemma 3.3:** We describe an algorithm, which we refer to as the degree algorithm, which produces for input \((F_0, A) \in 2^\mathcal{O} \times 2^\mathcal{E} \) for which \( F_0 \) is a covering approximation (i.e., with \( N(F_0) \supseteq [A] \)), an output \((F, S) \in 2^\mathcal{O} \times 2^\mathcal{E} \) which is a \( \psi \)-approximation for \( A \) (i.e., which satisfies (22), (23) and (24)). The idea for the algorithm is from [15]. To begin, fix a linear ordering \( \ll \) of \( V \).

**Step 1:** If \( \{u \in [A] : d_{G \setminus F_0}(u) > d/2\} \neq \emptyset \), pick the smallest (with respect to \( \ll \)) \( u \) in this set and update \( F_0 \) by \( F_0 \leftarrow F_0 \cup N(u) \). Repeat this until \( \{u \in [A] : d_{G \setminus F_0}(u) > d/2\} = \emptyset \). Then set \( F_1 = F_0 \) and \( S_1 = \{u \in \mathcal{E} : d_{F_1}(u) \geq d/2\} \) and go to Step 2.

**Step 2:** If \( \{v \in \mathcal{O} \setminus G : d_{S_1}(v) > \psi\} \neq \emptyset \), pick the smallest (with respect to \( \ll \)) \( v \) in this set and update \( S_1 \) by \( S_1 \leftarrow S_1 \setminus N(v) \). Repeat this until \( \{v \in \mathcal{O} \setminus G : d_{S_1}(v) > \psi\} = \emptyset \). Then set \( S_2 = S_1 \) and \( F_2 = \{v \in \mathcal{O} : d_{S_2}(v) > \psi\} \) and go to Step 3.

**Step 3:** If \( \{w \in [A] : d_{G \setminus F_2}(w) > \psi\} \neq \emptyset \), pick the smallest (with respect to \( \ll \)) \( w \) in this set and update \( F_2 \) by \( F_2 \leftarrow F_2 \cup N(w) \). Repeat this until \( \{w \in [A] : d_{G \setminus F_2}(w) > \psi\} = \emptyset \). Then set \( F = F_2 \) and \( S = S_2 \cap \{w \in \mathcal{E} : d_{F}(w) \geq d - \psi\} \) and stop.
Claim 3.6 The output of the degree algorithm is a \( \psi \)-approximation for \([A]\).

Proof: To see that \( F \subseteq G \) and \( S \supseteq [A] \), first observe that \( S_1 \supseteq A \) (or Step 1 would not have terminated). We then have \( S_2 \supseteq [A] \) (since Step 2 deletes from \( S_1 \) only neighbours of \( O \setminus G \)), and \( F_2 \subseteq G \) (or Step 2 would not have terminated). Finally, \( F \subseteq G \) (since the vertices added to \( F_2 \) in Step 3 are all in \( G \)) and \( S \supseteq [A] \) (or Step 3 would not have terminated).

By the definition of \( S \), (23) is satisfied. To verify (24), note that by definition of \( F \), if \( y \in O \setminus F \) then \( d_{E \setminus S}(y) \geq d - \psi \). That \( y \in O \setminus F \) implies \( d_{E \setminus S}(y) \geq d - \psi \) now follows from the fact that \( F_2 \subseteq F \) and \( S_2 \supseteq S \).

Remark 4. The alert reader may have noticed that if we replace \( d/2 \) by \( \psi \) in Step 1, then the output of Step 2 is already a \( \psi \)-approximation for \( A \). The three-step algorithm, however, is needed to obtain the right bound on \( \beta(\lambda) \) in Theorem 1.2; see the remark following the proof of Claim 3.7.

Claim 3.7 Fix \( F_0 \in \mathcal{V} \). The degree algorithm has at most

\[
\left( \frac{2g \log d}{d} \right) \left( \frac{2d^3 g \log d}{2g} \right) \left( \frac{2g \log d}{d} \leq \frac{2d}{\psi} \right)
\]

outputs as the input runs over those \((F_0, A)\) for which \( A \in \mathcal{A} \) and \( F_0 \) is a covering approximation for \( A \).

Taking \( \mathcal{W} \) to be the set of all possible outputs of the algorithm, the lemma follows.

Proof of Claim 3.7: The output of the algorithm is determined by the set of \( u \)'s whose neighbourhoods are added to \( F_0 \) in Step 1, the set of \( v \)'s whose neighbourhoods are removed from \( S_1 \) in Step 2, and the set of \( w \)'s whose neighbourhoods are added to \( F_2 \) in Step 3.

Each iteration in Step 1 removes at least \( d/2 \) vertices from \( G \setminus F \), a set of size at most \( g \), so there are at most \( 2g/d \) iterations. The \( u \)'s in Step 1 are all drawn from \([A]\) and hence \( N(F_0) \), a set of size at most \( d|F_0| \leq 2g \log d \). So the total number of outputs for Step 1 is at most

\[
\left( \frac{2g \log d}{d} \right) \leq \frac{2g}{d}
\]

At the start of Step 2, each \( x \in S_1 \setminus [A] \) contributes at least \( d/2 \) edges to \( \nabla(G, E \setminus [A]) \), by (21) a set of size \( dt \), so \( |S_1 \setminus [A]| \leq 2t \). Each \( v \) used in Step 2 reduces this by at least \( \psi \), so there are at most \( 2t/\psi \) iterations. Each \( v \) is drawn from \( N(S_1) \), a set which is contained in the fourth neighbourhood of \( F_0 \) \((S_1 \subseteq N(G)\) by construction of \( S_1\),
\[ G = N([A]) \text{ and } [A] \subseteq N(F_0) \text{ and so has size at most } d^4 |F_0| \leq 2d^3 g \log d. \text{ So the total number of outputs for Step 2 is} \]
\[ \left( \frac{2d^3 g \log d}{2} \right) \leq \frac{2t}{\psi}, \tag{31} \]
\[
\text{At the start of Step 3, each } y \in G \setminus F_2 \text{ contributes at least } d - \psi \text{ edges to } \nabla(G, E \setminus [A]), \text{ so } |G \setminus F_2| \leq dt/(d - \psi). \text{ Each } w \text{ used in step 3 reduces this by at least } \psi, \text{ so there are at most } dt/((d - \psi)\psi) \text{ iterations. As in Step 1, the } w's \text{ are all drawn from a set of size at most } 2g \log d, \text{ so the total number of outputs for Step 1 is at most} \]
\[ \left( \frac{2g \log d}{td/(d - \psi)\psi} \right). \tag{32} \]

The claim follows from (30), (31) and (32).

Remark 5. The bound in Claim 3.7 is at most \( \exp_2\{O(g \log d/d + t \log (d^5/\delta)/\psi)\} \). If we replace \( d/2 \) by \( \psi \) in Step 1 of the degree algorithm and take the output of Step 2 to be the final output, then the bound in the claim becomes weaker:
\[
\left( \frac{2g \log d}{\psi} \right) \left( \frac{2gd^3 \log d}{td/(d - \psi)\psi} \right) = \exp_2 \left\{ O(g \log d/\psi + t \log (d^5/\delta)/\psi) \right\}. 
\]

(Each iteration of Step 1 now reduces \( G \setminus F \) by at least \( \psi \)). Using this bound in the proof of Theorem 1.2 instead of the stronger bound given by the three-step degree algorithm would ultimately lead to a weaker bound on \( \beta(\lambda) \) in (5). Step 1 of the degree algorithm may be though of as an “initialization” which reduces \( |G \setminus F| \) from \( O(g) \) to \( O(t) \) without adding much to the “cost” of the algorithm.

Proof of Lemma 3.4: Say that \( S \) is small if \( |S| < g - \gamma t \) and large otherwise. We can obtain all \( A \in \mathcal{A} \) for which \( F \subseteq G \) and \( S \supseteq [A] \) as follows.

If \( S \) is small, we specify of \( A \) by picking a subset of \( S \). If \( S \) is large, we first specify \( G \). Note that by (25) and the definition of large we have in this case that
\[ |G \setminus F| < 2t\psi/(d - \psi) + \gamma t \quad \text{and} \quad G \setminus F \subseteq N(S) \setminus F, \]
so we specify \( G \) by picking a subset of \( N(S) \setminus F \) of size at most \( 2t\psi/(d - \psi) + \gamma t \) (this is our choice of \( G \setminus F \)). Then, noting that \( [A] \) is determined by \( G \), we specify \( A \) by picking a subset of \( [A] \).

This procedure produces all possible \( A \)'s (and more). We now bound the sum of the weights of the outputs.

If \( S \) is small then the total weight of outputs is at most
\[ (1 + \lambda)^{g - \gamma t}. \tag{33} \]
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We have
\[ |N(S) \setminus F| \leq d|S| \leq dg + \frac{2t\psi}{d - \psi} \leq 3dg \]
so that if \( S \) is large, the total number of possibilities for \( |G \setminus F| \) is at most
\[
\left( \frac{3dg}{\frac{2t\psi}{d - \psi} + \gamma t} \right)
\]
and the total weight of outputs is at most
\[
\left( \frac{3dg}{\frac{2t\psi}{d - \psi} + \gamma t} \right) (1 + \lambda)^{d-t}.
\] (34)

The lemma follows from (33) and (34).
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