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Abstract

In this paper we consider a stochastic model describing the varying number of flows in a network. This model features flows of two types, namely file transfers (with fixed volume) and streaming traffic (with fixed duration), and extends the model of Key, Massoulié, Bain and Kelly [23] by allowing more general bandwidth allocation criteria. We analyse the dynamics of the system under a fluid scaling, and show Lyapunov stability of the fluid limits under a natural stability condition. We provide natural interpretations of the fixed points of these fluid limits.

We then compare the fluid dynamics of file transfers under (i) balanced multipath routing and (ii) parallel, uncoordinated routing. We show that for identical traffic demands, parallel uncoordinated routing can be unstable while balanced multipath routing is stable.

Finally, we identify multi-dimensional Ornstein-Uhlenbeck processes as second-order approximations to the first-order fluid limit dynamics.

1 Introduction

The behaviour of large-scale communication networks, such as the current Internet, has proved to be a rich seam to mine for the research community, with research spanning many disciplines and with many questions still unanswered. In this paper we seek to describe such a network at the flow level, using stochastic analysis and optimisation theory. In particular, we study networks that are large and scaled in such a way that first-order behaviour is well-described by the deterministic limits of the underlying stochastic process, and where second-order behaviour is characterised by certain diffusion processes.

The models we describe apply generally to a variety of resource allocation situations, however they are motivated by high-speed packet networks, where there is some notion of flow between end-points in the network, and where a flow comprises a number of packet transfers. For example, think of TCP flows in the current Internet. TCP is used to carry so-called elastic traffic, which can adapt its rate to the underlying network conditions. Much current research has focussed on the design of rate-control algorithms and their behaviour under essentially static traffic patterns,
where the load on the network is determined by a fixed, a priori given, number of flows; see for example [35]. In contrast, we consider flow-level models under stochastic load, building on the foundations laid by Massoulié and Roberts [28], and others [10, 2, 4].

This paper addresses two key issues: first, we characterise the performance of an integrated network with heterogeneous traffic of two types, which we label ‘streaming’ or ‘file transfers’. In this part of the paper we generalise the results in [23]. Secondly, we explore what happens when more flexible routing such as multipath routing is allowed, and compare it to less flexible parallel-path routing.

By ‘file transfers’, we mean flows which have a given volume to transfer: the volume may be random, but is independent of the state of the network. Conversely, ‘streaming traffic’ had a given duration (holding time); the holding time may be random but is independent of network conditions.

In the current internet, streaming traffic may be carried by TCP or UDP. At the time of writing, TCP is the dominant transport protocol, measurements on a backbone [17] show TCP comprises 70% of the flows, and 90% when measured by volume, with UDP the main alternative protocol. Although streaming volumes are currently relatively small, we would like to explore what happens in different scenarios.

How streaming traffic (or more generally UDP) should co-exist with file-transfers is a vexed question. Some see UDP as inherently problematic. UDP has no flow control, which has led some authors to argue that streaming traffic should be TCP friendly [13], while others have argued that some form of distributed or end-point admission control is necessary to assure some form of quality of service [19, 7, 1]. The emergence of Voice Over IP (VOIP) provokes questions about the integration or not of different types of traffic.

The analysis of streaming traffic on its own gives rise to a product-form solution under certain reasonable assumptions, a form which is preserved under certain types of call admission control [19]. Moreover the limiting behaviour as the size of the system grows leads naturally to a non-degenerate limit for the (scaled) number of connections. In contrast, a similar scaling applied to just file transfer traffic leads to a distribution that is either unstable or has mean zero; it has been suggested [9] that such a model is flawed, lacking any self-limiting behaviour. We shall see that this criticism is avoided when the two types of traffic are mixed, and that the presence of even a small amount of streaming traffic has a stabilising effect.

Multipath routing has potential benefits in terms or performance and reliability, and recent work [16, 21] has shown that stable multi-path rate-adaptive algorithms can be constructed. One possible application scenario is in overlay networks, and another is where hosts are multi-homed. We show the benefits at the flow level of such routing, where there is some coordination so that each flow is able to optimally spread its load amongst different routes, and compare this with the case of limited coordination: the flow is spread amongst the different routes but they act independently to transfer the data. The latter is simpler to implement with existing transport protocols, but has potential disadvantages in terms of both efficiency and stability.

The outline of the paper is as follows. In section 2 we describe the bandwidth sharing models, gradually increasing complexity. In all cases, we are able to express the sharing models in terms of an optimisation, where flows have some notional associated utility function, which can be thought
of as an abstraction that various rate-allocation schemes implicitly follow. We first start with the so-called $\alpha$-fair sharing scheme, for which TCP-friendliness is a special case, for a general network with fixed routing and fixed capacity constraints. We extend this in a number of ways, first by allowing more generalised utility functions, and secondly by relaxing the assumptions on sharp capacity constraints, to allow for feedback from the network that may be signalled by packet loss or explicitly, perhaps via packet marking. We then discuss more general routing schemes, allowing traffic to be spread across routes in a coordinated way (multi-path routing) or a relatively simple way (parallel routing).

In section 3, we describe the flow-level stochastic model, where flows arrive as a Poisson process, and depending on their type have either a fixed mean duration or a fixed mean volume. In section 4 we explore the limiting dynamics under a large systems scaling: we show that there is a unique invariant point for the scaled process, and give an interpretation in terms of a ‘reduced capacity’. Informally, the file transfers place an irreducible load on the network, if we remove this and a notional associated capacity, then what is left, the reduced capacity, is shared out amongst the streaming traffic, whose allocation also determines that of the file-transfers.

We then show that, under natural stability conditions, the dynamics are asymptotically stable in the sense of Lyapunov. For flexible routing, we show that multi-path routing spreads the load out amongst those routes which have the same minimum end-to-end cost, thus balancing load optimally between multiple paths.

We give examples of multipath routing and parallel routing in Section 5, where we focus on the case where now there are only file-transfers. We provide examples of topologies for which multipath routing has a strictly larger stability region than parallel routing.

In section 6 we look at second-order properties of the scaled processes, and show that under natural assumptions when streaming flows are present, the deviations of the scaled processes about their mean can be described as coupled Ornstein-Uhlenbeck processes. We draw some conclusions in Section 7.

2 Bandwidth Sharing Criteria

We now review a number of network bandwidth allocation criteria for competing flows, presented in the order of increasing generality. Throughout this section, flows can be of several types, indexed by $r \in \mathcal{R}$, and $N_r$ denotes the number of type $r$-flows, for $N_r$ a non-negative integer.

2.1 $(w, \alpha)$ fairness, fixed routes and sharp capacity constraints

Consider a network with resources labelled by $j \in J$. For the moment, let a flow of type $r$ identify a non-empty subset of $J$ (which can be interpreted as the set of resources used by a flow on route $r$). Set $A_{jr} = 1$ if resource $j$ lies on route $r$ (i.e. $j \in r$), and $A_{jr} = 0$ otherwise. We assume positive finite capacities $(C_j, j \in J)$. Given a fixed parameter $\alpha \in (0, \infty)$ and strictly positive weights $(w_r, r \in \mathcal{R})$, we suppose that the bandwidth allocation to each of the $N_r$ type $r$ flows is
$x_r$, where $x = (x_r, r \in \mathcal{R})$ is a solution to the following optimization problem:

\[
\begin{align*}
\text{maximize} & \quad \sum_{r \in \mathcal{R}} w_r N_r x_r^{1-\alpha} \\
\text{subject to} & \quad \sum_{r \in \mathcal{R}} A_{jr} N_r x_r \leq C_j, \quad j \in J \\
& \quad x_r \geq 0, \quad r \in \mathcal{R}.
\end{align*}
\]

Call the resulting allocation a weighted $\alpha$-fair allocation [30].

The strict concavity of the objective function (1) as a function of $(x_r, r : N_r > 0)$ and the convexity of the constraints ensures that for any solution $x$ to (1–3), the component $x_r$ is uniquely determined if $N_r$ is positive. The solution to the problem (1–3) can be expressed in terms of Lagrange multipliers $(p_j, j \in J)$, where there is one multiplier for each of the capacity constraints (2), as follows

\[
x_r = \left( \frac{w_r}{\sum_j p_j A_{jr}} \right)^{1/\alpha},
\]

where the $(p_j, j \in J)$ are non-negative and satisfy the constraint qualification conditions

\[
p_j \geq 0, \quad p_j \left( C_j - \sum_r A_{jr} N_r x_r \right) = 0, \quad j \in J.
\]

These are the so-called complementary slackness conditions. This representation in terms of Lagrange multipliers holds because the above optimisation problem satisfies the so-called Slater conditions, i.e. there exists a vector $x \in \mathbb{R}^R_+$ such that for all $j \in J$, constraint (2) is met at $x$, and is met with strict inequality for $j$ such that the constraint is not affine; see e.g. [5], p.226 or [33], Theorem 28.2, p.277.

When $w_r = 1, r \in \mathcal{R}$, the cases $\alpha \to 0$, $\alpha \to 1$ and $\alpha \to \infty$ correspond respectively to an allocation which achieves maximum throughput, is proportionally fair or is max-min fair [4, 30]. Weighted $\alpha$-fair allocations provide a tractable theoretical abstraction of decentralized packet-based congestion control algorithms such as TCP.

If $\alpha = 2$ and $w_r$ is the reciprocal of the square of the round trip time on route $r$, then the formula (4) is a version of the inverse square root law familiar from studies of the throughput of TCP connections [12, 29, 31]. A flow carrying streaming traffic is termed TCP-friendly if, inter alia, it adapts its rate to correspond with the steady-state rate of a TCP connection, usually characterized in terms of a version of the inverse square root law [13].

The relations (1–5), and more refined versions of these relations, can be solved to give predictions of throughput, given the numbers of flows $N$ present [8, 15, 34]. Given $N$, network performance along different routes can be predicted. But what determines the behaviour of $N$? One aim of this paper is to better understand how the behaviour of $N$ is influenced by the mix of traffic types present, and how $N$ is affected if we allow more flexible routing.
2.2 Generalised fairness: bandwidth utility functions

Our first, simple, extension of the above framework is to generalise the objective function in the above optimisation problem, while still identifying flow types \( r \) with subsets of resources \( j \in J \).

We now let the rate allocation \( x_r \) to type \( r \) flows be the solution of

\[
\begin{align*}
\text{maximize} & \quad \sum_{r \in \mathcal{R}} N_r U_r(x_r) \\
\text{subject to} & \quad \sum_{r \in \mathcal{R}} A_{jr} N_r x_r \leq C_j, \quad j \in J \\
& \quad x_r \geq 0, \quad r \in \mathcal{R},
\end{align*}
\]

where for all \( r \in \mathcal{R} \) \( U_r \) is an increasing, strictly concave function on \( \mathbb{R}_+ \). Here \( U_r \) is interpreted as the utility function of type \( r \) flows, \( U_r(x) \) then representing the value of a type \( r \) flow proceeding at rate \( x \). Thus the allocation \( x \) is the one maximising the total utility under the network capacity constraints. Our assumptions ensure uniqueness of the allocation vector \( x_r \), and for technical convenience we also assume in addition that \( U_r \) is twice differentiable on \( (0, +\infty) \).

The optimisation (1–3) of the previous section corresponds to the special case

\[
U_r(x) = w_r x^{1-\alpha}/(1-\alpha).
\]

The extension considered here is interesting because there are utilities of interest which may not be \( \alpha \)-fair, for example a more refined analysis of TCP has suggested that it might allocate bandwidth according to the above criterion, with \( U_r(x) = \tau_r^{-1} \arctan(\tau_r x) \), where \( \tau_r \) is the round-trip time for type \( r \)-flows; see [25] and [18].

2.3 Generalised constraints: relaxed capacity constraints

A second way in which we generalise the problem is by allowing more general constraint functions than constraining hyperplanes, and where for convenience we move the constraints into the objective function. The bandwidth allocation \( x \) is then defined as the solution of

\[
\begin{align*}
\text{maximize} & \quad \sum_{r \in \mathcal{R}} N_r U_r(x_r) - \Gamma(Nx; C) \\
\text{over} & \quad x_r \geq 0, \quad r \in \mathcal{R},
\end{align*}
\]

where the strictly concave utility functions \( U_r \) are as in (6-8), and \( \Gamma \) is a penalty function, assumed to be convex and non-decreasing in its first argument \( Nx := (N_r x_r)_{r \in \mathcal{R}} \). Its second argument represents the notional network link capacities.

This does indeed extend the previous framework, which is recovered by the choice \( \Gamma(z; C) = G_0(z; C) \), where

\[
G_0(z; C) := \begin{cases} 
0 & \text{if } \sum_{r \in \mathcal{R}} A_{jr} z_r \leq C_j, \quad j \in J, \\
+\infty & \text{otherwise}.
\end{cases}
\]
One possibility is to choose continuously differential penalty functions \( G_\epsilon(z; C) \) that satisfy
\[
\lim_{\epsilon \to 0} G_\epsilon(z; C) = G_0(z; C),
\]
and study the corresponding allocations \( x_\epsilon(\cdot) \).

In addition to convexity, we shall make the following two critical assumption about the penalty function \( \Gamma(z; C) \).

\[
L \Gamma(z; C) \equiv \Gamma(Lz; LC), \quad z \in \mathbb{R}_+^R, \quad C \in \mathbb{R}_+^J, L > 0.
\] (12)

This condition ensures that the rate allocation \( x \) is left unchanged after simultaneously rescaling by some number \( L \) both the numbers of flows and the capacities.

Another useful instance of this general framework is as follows. The penalty function \( \Gamma(z; C) \) can be of the form
\[
\Gamma(z; C) = \sum_{j \in J} \Gamma_j \left( \sum_{r \in R} A_{jr} z_r; C_j \right),
\] (13)

where \( \Gamma_j \) is then a penalty function associated with capacity \( C_j \) and is a function of the load on the link, so that in the new optimisation problem the sharp capacity constraint \( C_j \) is relaxed. This formulation arises naturally from packet level models, with \( x \) the mean rate of a stochastic packet generation process. For example, if the resources \( j \) correspond to output ports of routers, then there is a limited amount of buffering available, and packets will be dropped if the capacity is exceeded, or more generally marked according to some active queue management technique such as RED [14]. We may interpret \( p_j(y_j/C_j) \) as the probability of dropping (or marking) a packet at resource \( j \) when the load on the resource is \( y_j \) and its capacity is \( C_j \). In other words when the load on a resource is \( y_j \), a proportion of the load \( p_j(y_j/C_j) y_j \) is dropped or marked, and \( \Gamma_j(y_j; C_j) = \int_0^{y_j} p_j(\eta/C_j) d\eta \) is the rate at which ‘cost’ is incurred at the resource. Note that for such \( \Gamma \), the scaling condition (12) holds.

For example we may consider,

- bufferless resources: we can take \( p_j(y_j/C_j) = [y_j - C_j]^+ + [y_j] \);

- small buffers of size \( b \), where small means \( b = o(C) \). For example if packets are dropped (or marked) when the buffer content exceeds \( b \) then we can use \( p_j(y_j/C_j) = \min(1, (y_j/C_j)^b) \). Note that more sophisticated marking strategies such as Virtual Queue marking may produce marking functions of the form \( p_j(y_j/C_j) = \min(1, (b + 1)(y_j/C_j)^b) \). We may use more accurate models to model the queuing behaviour as a Markov chain in equilibrium - see for example [27].

- moderate buffers, of size \( O(\sqrt{C}) \). We can use large deviation approximates to derive bounds when the resource is not overloaded, and which behaves in overload like a bufferless resource. See [32] for some more details and interesting discussion on the impact of buffer sizes.
average delay: a simple choice here is to take \( p_j(y_j/C_j) \) proportional to \( 1/(1 - y_j/C_j) \) when \( y_j < C_j \), and \(+\infty\) otherwise, which acts as a smooth relaxation of a sharp capacity bound.

2.4 Multi-path forwarding

Another instance of the framework (9-10) aims at modeling multi-path traffic forwarding, and is important enough to deserve a separate treatment. Consider the situation where there is a set \( S \) of routes \( s \in S \) available in the network, and each type-\( r \) flow may split its traffic among a subset of routes. Let \( B \) be the route-flow incidence matrix, with \( B_{sr} = 1 \) if type \( r \)-flows may use route \( s \), and \( B_{sr} = 0 \) otherwise, where now we let \( A = (A_{js}) \) denote the link-route incidence matrix.

In this context we define the candidate rate allocations \( x_r \) as the solution to the following optimisation problem:

\[
\text{Maximise } \sum_{r \in R} N_r U \left( \sum_{s \in S} B_{sr} x_{sr} \right) - \sum_{j \in J} \Gamma_j \left( \sum_{r \in R} \sum_{s \in S} A_{js} B_{sr} x_{sr}; C_j \right) \tag{14}
\]

over \( x_{sr} \geq 0, \ r \in R, \ s \in S. \tag{15} \]

The variable \( x_{sr} \) represents the sending rate of type \( r \)-users along route \( s \), and \( \Gamma_j(y_j; C_j) \) is the cost for sending at rate \( y_j \) over link \( j \), assumed to be convex and non-decreasing.

Alternatively, by introducing the variables \( x_r = \sum_{s \in S} B_{sr} x_{sr} \), and optimising first over the individual route rates \( x_{sr} \), with total rates \( x_r \) kept fixed, we see that the per-user rates \( x_r \) can also be characterised as solutions of the generic optimisation problem (9-10), with the specific choice of a cost function:

\[
\Gamma(z; C) = \inf \left\{ \sum_{j \in J} \Gamma_j(y_j; C_j) \right\}, \tag{16}
\]

where the infimum is taken over the set of variables \( y_j \) such that

\[
\exists y_{sr} \geq 0, \ \sum_{s \in S} B_{sr} y_{sr} = z_r, \ \sum_{s \in S} A_{js} \sum_{r \in R} B_{sr} y_{sr} = y_j. \tag{17}
\]

The multipath formulation was first described in [20]. Recent work of Han et al. [16] and Kelly and Voice [21] have shown how to construct distributed rate control algorithms which perform this optimisation implicitly. In particular, Kelly and Voice describe per-route controllers and corresponding gain parameter selection strategies which ensure non-oscillatory convergence to the desired allocation, while having the appealing property that each gain is chosen solely on the basis of the round-trip delay of the corresponding route.

2.5 Parallel routing

The multipath forwarding problem we just described assumes that a type \( r \)-flow can coordinate responses across routes and hence balance flows across available routes. A different allocation
arises if no coordination or balancing across routes is performed – that is, for each flow, independent connections are set-up in parallel, and individually adjust their flows to maximise their per-route utility, the volume of each type \( r \) flow being spread across routes. This corresponds to the following optimisation

\[
\text{Maximise } \sum_{r \in R} N_r \sum_{s \in S} U(x_{sr}) - \sum_{j \in J} \Gamma_j \left( \sum_{r \in R} N_r \sum_{s \in S} A_{js} B_{sr} x_{sr}; C_j \right)
\]

over \( x_{sr} \geq 0, \ s \in S, \ r \in R \),

where as before \( B \) is the flow-route incidence matrix and \( A = (A_{js}) \) the link-route incidence matrix.

### 3 Flow level stochastic model

We now describe our model of how flows arrive and depart. Our aim is to generalize the stochastic model for file transfers introduced in [28] to include streaming flows. For ease of exposition and in this section only, we assume the baseline single-route problem, where flows of type \( r \) are associated with unique routes, allowing us to use type and route interchangeably. The extensions to multipath or parallel connections are natural and obvious.

Let \( N_r \) be the number of document transfers of type \( r \), and let \( M_r \) be the number of streaming flows on route \( r \). Define the indicator function \( I[r = s] = 1 \) if \( r = s \), \( I[r = s] = 0 \) otherwise. Let \( T_s N = (N_r + I[r = s], r \in R) \), with inverse \( T^{-1}_s N = (N_r - I[r = s], r \in R) \). We suppose that \((N, M) = (N_r, r \in R; M_r, r \in R)\) is a Markov process, with state space \( \mathbb{Z}_+^R \times \mathbb{Z}_+^R \) and non-trivial transition rates

\[
q((N, M), (T_r N, M)) = \nu_r, \quad q((N, M), (T^{-1}_r N, M)) = \mu_r x_r(N + M), \quad r \in R
\]

\[
q((N, M), (N, T_r M)) = \kappa_r, \quad q((N, M), (N, T^{-1}_r M)) = M_r \eta_r, \quad r \in R
\]

for \((N, M) \in \mathbb{Z}_+^R \times \mathbb{Z}_+^R\), where \( x(N) \) is a solution to the optimization problem (9–10). This corresponds to a model where new file transfers arrive on route \( r \) as a Poisson process of rate \( \nu \), new streaming flows arrive on route \( r \) as a Poisson process of rate \( \kappa \), and \( x_r(N + M) \) is the bandwidth allocated to each flow on route \( r \), whether it is a file transfer or streaming flow. A file transfer on route \( r \) transfers a file whose size is exponentially distributed with parameter \( \mu \), and a streaming flow on route \( r \) has an exponentially distributed holding time with parameter \( \eta \).

If \( \kappa_r = 0, r \in R \), and in the particular case where the rate allocations are defined via (1–3), then this model reduces to the model introduced by Roberts Massoulié and Roberts [28], in which there are no streaming flows, only file transfers. For this case, De Veciana, Lee and Konstantopoulos [10] and Bonald and Massoulié [4] have shown that a sufficient condition for the Markov chain \((N(t), t \geq 0)\) to be positive recurrent is that

\[
\sum_r A_{jr} \rho_r < C_j, \quad j \in J,
\]
where $\rho_r = \nu_r / \mu_r$; this condition is also necessary [22]. The condition is natural: $\rho$ is the load on route $r$, and we can identify the ratio of the two sides of the inequality (20) as the traffic intensity at resource $j$. Kelly and Williams [22] have explored the behaviour of a fluid model for this case in heavy traffic, when the inequalities (20) are close to being tight, which is a key step towards proving state space collapse. The papers [4, 10, 22] all make use of a fluid model of the Markov process, an approach which we shall use for our analysis of the extended model.

In the more general framework (9–10), the natural extension of Condition (20) is the following. For some $\delta \in (0, \infty)^{\mathcal{R}}$,

$$U'_r(\delta_r) > \Gamma'_r(\rho + \delta; C), \quad r \in \mathcal{R},$$

for all vectors $\Gamma'(\rho + \delta; C)$ that are subgradients of the function $\Gamma$ in its first argument. When the function $\Gamma$ is differentiable, there is only one subgradient, which coincides with the ordinary gradient, that is the vector of partial derivatives. At a point where $\Gamma$ fails to be differentiable, several subgradients may exist; we refer the reader to [33], p.214 for a definition and basic properties of sub-gradients of convex functions. This condition ensures that the allocation vector $x$ has positive components, and satisfies

$$U'_r(x_r) = \Gamma'_r(Nx; C),$$

where $\Gamma'_r$ is the partial derivative or a subgradient of the function $\Gamma(\cdot; C)$ at $Nx$. Let us verify that Condition (21) specializes to (20) in the special case where the penalty function $\Gamma$ captures sharp capacity constraints, and is given by (11). In that case, the subgradient of $\Gamma$ at each vector $z$ such that, for all $j \in J$, $\sum_{r \in \mathcal{R}} A_{jr}z_r < C_j$ is the null vector. Thus, provided for all $r \in \mathcal{R}$, $U'_r(\epsilon)$ is positive for small enough $\epsilon > 0$, and (20) holds, Condition (21) is satisfied. As any strictly concave non-decreasing functions $U_r$ satisfy the first requirement, then indeed (21) holds whenever (20) does.

Let us interpret Condition (21) in the context of multipath forwarding described in (2.4), assuming that the link cost function $\Gamma_j$ represents a sharp capacity constraint, that is $\Gamma_j(z) = 0$ if $z \leq C_j$, and $+\infty$ otherwise. It is easily seen that, for a vector $z = \{z_r\}_{r \in \mathcal{R}}$, provided there exist $y_{sr}$ and $y = \{y_j\}_{j \in J}$ such that (17) holds, and $y_j < C_j$ for all $j \in J$, then the unique subgradient of $\Gamma$ at $z$ is the null vector. Thus, Condition (21) is satisfied provided the loads $\rho$ can be split into route loads $\rho_{sr}$ such that we have the natural constraint

$$\sum_{s \in S, r \in \mathcal{R}} A_{js}B_{sr}\rho_{sr} < C_j, \quad j \in J.$$

We shall henceforth assume that $\kappa_r > 0, r \in R$, and that condition (21) is satisfied.

4 Large capacity scaling: fluid models

Next we consider a fluid model, which can be thought of as a formal law of large numbers approximation under the scaling

$$(n, m)(t) = \left( \frac{N_L(t)}{L}, \frac{M_L(t)}{L} \right), \quad L \to \infty,$$
where \((N_L(t), M_L(t))\) is the model of the previous Section but with \(C_j, j \in J\), and \(\nu_r, \kappa_r, r \in \mathcal{R}\), replaced by \(LC_j, j \in J\), and \(L\nu_r, L\kappa_r, r \in \mathcal{R}\), respectively. The fluid model is an approximation appropriate for the case where \(C_j, j \in J\), and \(\nu_r, \kappa_r, r \in \mathcal{R}\), are all large, an important case in applications.

Alternatively, in the absence of streaming flows, the fluid model corresponds to the dynamics of the original Markov process describing the number of file transfers, after simultaneous rescaling of both time and space. Such rescaling is known as a *hydrodynamic*, or fluid scaling. It is important because ergodicity of the original stochastic process can be established by proving stability of the fluid model, an approach popularised by Dai [11].

### 4.1 Fluid model dynamics

An explicit construction of the Markov processes of interest can be obtained from independent unit rate Poisson processes, \(\Xi_{i,r}\), \(i \in \{1, \ldots, 4\}, r \in \mathcal{R}\). The trajectories of \(N, M\) can then be represented as solutions to the following equations (see e.g. [6]):

\[
\begin{align*}
N_r(T) &= N_r(0) + \Xi_{1,r}(L\nu_r T) - \Xi_{2,r} \left( \int_0^T \mu_r N_r(t) x_r(N(t) + M(t); LC) dt \right), \\
M_r(T) &= M_r(0) + \Xi_{3,r}(L\kappa_r T) - \Xi_{4,r} \left( \int_0^T \eta_r M_r(t) dt \right).
\end{align*}
\]

(23)

The rescaled quantities \(N_r/L, M_r/L\) are then expected to satisfy in the limit \(L \to \infty\) the following equations:

\[
\begin{align*}
n_r(T) &= n_r(0) + \nu_r T - \mu_r \int_0^T n_r(t) x_r(n(t) + m(t); C) dt, \\
m_r(T) &= m_r(0) + \kappa_r T - \eta_r \int_0^T m_r(t) dt.
\end{align*}
\]

where we used the homogeneity property (12) according to which \(x(n, C) = x(Ln, LC)\). We do not attempt here to prove rigorously the convergence of the rescaled processes to the solutions of these systems of equations, but rather address the reader to [26], for a general reference where conditions under which this type of convergence is valid can be found, or to the forthcoming paper [24], for a full treatment of the single resource case.

In the remainder of this section, we thus focus on the following system of differential equations:

\[
\begin{align*}
\frac{d}{dt} n_r(t) &= \nu_r - \mu_r n_r(t) x_r(n(t) + m(t); C), \quad r \in \mathcal{R} \\
\frac{d}{dt} m_r(t) &= \kappa_r - \eta_r m_r(t), \quad r \in \mathcal{R}.
\end{align*}
\]

(24)

(25)

Note that our assumption that \(\kappa_r > 0, r \in \mathcal{R}\), implies that \(m_r(t) > 0, r \in \mathcal{R}, t > 0\).

### 4.2 Stationary points

Let us first describe the invariant points under the generalised sharing criterion (9-10). We have:
Proposition 1. Provided the condition (21) is satisfied, the differential equations (24,25) have a unique invariant point, \((\hat{m}_r, \hat{n}_r)\). It takes the form

\[
\hat{m}_r = \kappa_r / \eta_r, \quad \hat{n}_r = \rho_r / \hat{x}_r, \quad r \in R,
\]

where the equilibrium allocation \(\hat{x}\) is the unique solution of

\[
\max_{r \in R} \sum_r \hat{m}_r U_r(x_r) - \Gamma(\hat{m} x; C)
\]

over

\[
x_r \geq 0, \quad r \in R
\]

Proof. The expressions (26) are readily derived from the differential equations (24,25). At any time \(t\), the allocation vector \(x\) is characterised by

\[
\{U'_r(x_r)\}_{r \in R} = \{\Gamma'_r((n + m)x; C) - \beta_r\}_{r \in R},
\]

where \(\beta_r\) is the Lagrange multiplier associated with the constraint \(x_r \geq 0\), and as such satisfies \(\beta_r \geq 0, \beta_r x_r = 0\), and \(\{\Gamma'_r((n + m)x; C)\}\) is a subgradient of \(\Gamma\). Therefore at an invariant point we have

\[
U'_r(\hat{x}_r) = \Gamma'_r(\rho + \hat{m} \hat{x}; C) - \beta_r, \quad r \in R.
\]

This is enough to characterise \(\hat{x}_r\) as the solution to (27-28), which we know is unique by strict convexity of the \(U_r\). The stability condition (21) now guarantees that necessarily, \(\hat{x}_r > 0\) for all \(r\), and thus \(\hat{n}_r\) is finite.

The invariant point has the following interpretation: the file transfers of type \(r\) contribute an irreducible load \(\rho_r\) on each resource they are associated with. The streaming traffic then shares out what remains after the load has been accounted for (obtained via equation (29)) which determines the rate that streams of type \(r\) receive and hence under our sharing assumptions also determine the rate that file transfers of type \(r\) receive. If we can find reduced capacities \(\tilde{C}_j\) such that

\[
\Gamma'_r(\rho + \hat{m} \hat{x}; C) = \Gamma'_r(\hat{m} \hat{x}; \tilde{C}) \quad r \in R
\]

then at the invariant point, the file transfers determine the reduced capacities, and the streaming traffic shares the reduced capacity network as if it were the only load on this reduced network; the associated rates the streaming traffic receive then determine the rates the file-transfers receive. As remarked above, it is often the case that \(\Gamma'_r\) is a function of the ‘load’, in which case there is a natural ‘reduced capacity’. This is illustrated next in the context of sharp capacity constraints.

4.2.1 Sharp capacity constraints

We next specialise this result to particular cases of interest. Consider first \((w, \alpha)\)-fair bandwidth sharing with sharp capacity constraints (1-3). Define the reduced capacities

\[
\tilde{C}_j = C_j - \sum_{r \in R} A_{jr} \rho_r, \quad j \in J.
\]
Thus the reduced capacity $C_j$ on resource $j$ is just the amount by which inequality (20) fails to be tight. The reduced capacities will determine the capacity available to streaming flows in a sense that we shall now make precise.

**Proposition 2.** Provided the condition (20) is satisfied, the differential equations (24,25) have a unique invariant point, $(\hat{n}_r, \hat{m}_r)$, given by (26). The equilibrium allocation $\hat{x}$ satisfies

$$\hat{x}_r = \left( \frac{w_r}{\sum_j p_j A_{jr}} \right)^{1/\alpha},$$

for some $p \in \mathbb{R}_+^J$. The pair $(x, p)$ forms a solution of equation (32) and the conditions

$$p_j \geq 0, \quad p_j \left( \tilde{C}_j - \sum_r A_{jr} \hat{m}_r x_r \right) = 0 \quad j \in J,$$

and together these relations determine $x$ uniquely.

**Proof.** The equilibrium rate vector $\hat{x}$ solves the optimisation problem (27,28), where $\Gamma$ is now given by (11). Remarking that for the penalty function $G_0$, $G_0(\hat{m}x + p, C) = G_0(\hat{m}x, \tilde{C})$, it follows that the equilibrium rate vector $\hat{x}$ may be characterised as the vector of $(w, \alpha)$-fair allocations of the residual capacities $\tilde{C}$ when there are $\hat{m}_r$ flows along route $r$. The corresponding characterisation (4,5) then yields (32,33).

Equations (26,32) describe the vector $\hat{n}$, of dimension $|R|$, in terms of $p$, a vector which may have a much smaller dimension, $|J|$, a phenomenon first noted in the balanced fluid model of [22].

The reduced capacities $(\tilde{C}_j, j \in J)$ that remain after this load is satisfied are available to be shared amongst streaming traffic, and determine the bandwidth allocation to flows on route $r$ for both types of traffic.

When $\kappa_r = 0, r \in R$, the unique invariant point of the fluid model is $\hat{n} = 0$ [10, 4]. It is notable that the inclusion of streaming traffic within the fluid model forces the components of $\hat{n}$ to be positive.

We next describe the equilibrium points resulting from the generalised sharing criterion (9,10), when the penalty function $\Gamma$ is given by (16,17).

### 4.2.2 Multipath forwarding

Using the notation of section 2.4, we have at the equilibrium point that

$$A_{sr} > 0 \Rightarrow U'_r(\sum_{s \in S} \hat{x}_{sr}) = \sum_{j \in J} A_{js} B_{sr} \Gamma'_j(\hat{y}_j; C_j) - \beta_{sr}, \; r \in R, \; s \in S$$
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where
\[ \hat{y}_j = \sum_{s \in S, r \in R} A_{js} B_{sr} (\hat{n}_r + \hat{m}_r) \hat{x}_{sr}, \]
and \( \beta_{sr} \) is the Lagrange multiplier associated with the constraint \( x_{sr} \geq 0 \) and satisfies the constant qualification conditions \( \beta_{rs} \geq 0 \), \( \beta_{rs} \hat{x}_{sr} = 0 \), and \( \Gamma'_j \) denotes a subgradient of \( \Gamma_j \). If we now fix \( r \), it then follows that the prices on route \( s \), namely \( \sum_{j \in J} A_{js} B_{sr} \Gamma'_j (\hat{y}_j; C_j) \), must be the same on any route \( s' \) for which \( \hat{x}_{s'r} > 0 \). In other words, multipath routing chooses the minimum cost route \( s \), and spreads the load \( \rho_r \) amongst the set of routes which achieve this same minimum cost. Having chosen these routes, the allocation on them has the same characterisation as for fixed routing, namely there are reduced capacities, the streaming traffic determines the rate using these reduced capacities, which then also determines the rate the file transfers receive.

Note that while \( \hat{x}_r > 0 \) it is perfectly possible to have \( \hat{x}_{sr} = 0 \) for some \( s \) - indeed the rates are zero on all ‘high-cost’ routes.

### 4.2.3 Parallel routing

In the parallel routing case, at the invariant point
\[ U'_r (\hat{x}_{sr}) = \sum_{j \in J} A_{js} B_{sr} \Gamma'_j (\hat{y}_j; C_j) - \beta_{sr} \quad r \in R, \quad s \in S \]  
(35)

hence potentially \( \hat{x}_{sr} > 0 \) for all \( s \) such that \( A_{js} B_{sr} = 1 \). In other words, the load is spread across all routes that type \( r \) traffic can use in a possibly inefficient way; this is discussed in greater detail in Section 5.

### 4.3 Asymptotic stability

We now establish convergence to the equilibrium point of the dynamics (24,25), assuming the stability condition (21) is satisfied.

In order to do so, we shall first treat the case where there are no streaming flows. The fluid dynamics for the file transfers are then described as
\[ \frac{d}{dt} n_r(t) = \nu_r - \mu_r n_r x_r(n(t); C), \quad r \in R, \]  
(36)

where as before \( x(n; C) \) solves (9,10). We then have the following result:

**Theorem 1.** Under the stability conditions (21), and provided that the penalty function \( \Gamma \) is strictly increasing in each of its coordinates, the function \( L(n) \) defined by
\[ L(n) = \sum_{r \in R} \frac{1}{\mu_r} \left\{ f_r(n_r) - n_r \Gamma'_r (\rho) \right\}, \]  
(37)
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where $\Gamma'(\rho)$ is a sub-gradient of $\Gamma$ at $\rho$, and

$$f_r(n) = \int_0^n U'_r \left( \frac{\rho_r}{x} \right) dx$$

(38)

is a Lyapunov function for the dynamics (36). These dynamics converge to the set of vectors $n$ such that $nx(n; C) = \rho$, which is in turn also characterised as the set of vectors satisfying

$$\dot{n}_r = \frac{\rho_r}{U'_r-1(\Gamma'_r(\rho))},$$

(39)

where $\Gamma'(\rho)$ spans the set of sub-gradients of $\Gamma$ at $\rho$. This set of limit points is thus reduced to a single point if and only if $\Gamma$ admits only one sub-gradient at $\rho$.

Proof. Since we have assumed that $\Gamma$ is strictly increasing in each of its coordinates, it follows that that the rate $x_r(n)$ goes to zero as $n_r$ goes to zero, and hence the trajectories $n_r$ stay away from the boundary of the orthant $\mathbb{R}^R$. Define the function $\phi$ as

$$\phi(z) := \sum_{r \in \mathbb{R}} n_r U_r \left( \frac{z_r}{n_r} \right) - \Gamma(z).$$

Since the function $\phi$ is strictly concave on its domain (that is, the set of points where it is finite), and since by the stability condition (21), the vector $\rho$ belongs to its domain, it holds that for any super-gradient $\phi'(\rho)$ of $\phi$,

$$\sum_{r} \phi'_r(\rho) (\rho_r - n_r x_r(n)) \leq 0,$$

and this inequality is strict unless $nx = \rho$. For the specific super-gradient $\phi'_h(\rho) = U'_r(\rho_r/n_r) - \Gamma'_r(\rho)$, where $\Gamma'(\rho)$ is the specific sub-gradient of $\Gamma$ used in the definition of the function $L$, the left-hand side reads

$$\sum_{r} \left\{ U'_r \left( \frac{\rho_r}{n_r} \right) - \Gamma'_r(\rho) \right\} (\rho_r - n_r x_r),$$

and is thus equal to

$$\sum_{r} \frac{\partial L}{\partial n_r}(n(t)) \frac{d}{dt} n_r(t) = \frac{d}{dt} L(n(t)).$$

Thus the value of $L(n)$ decreases strictly along the trajectories of the system, except at points $n$ such that $x(n; C)n = \rho$. Such points are indeed alternatively characterised as solutions of (39). Finally, the function $L$ is such that the level sets $\{n : L(n) \leq A\}$ are bounded for all finite $A$, by stability condition (21). It is thus a proper Lyapunov function.

We now apply this result to establish stability of the dynamics (24–25).

*Strict concavity of $\phi$ follows from concavity of the two terms in its definition, and strict concavity of its first term.
Corollary 1. Under the stability condition (21), the dynamics (24–25) are asymptotically stable.

Proof. We shall only treat the special case where the \( m_r \) have already converged to their equilibrium values, \( \hat{m}_r \). As the convergence of \( m(t) \) to \( \hat{m} \) does not depend on the evolution of \( n(t) \), the general case can be deduced by continuity arguments. We now show that the \( n_r \) evolve according to (36) for some suitable choice of a penalty function \( \tilde{\Gamma} \). Indeed, (36) holds, with the rate vector \( x \) solving

\[
\text{maximize} \quad \phi(x, y) := \sum_{r \in R} n_r U_r(x_r) + \hat{m}_r U_r(y_r) - \Gamma(n x + \hat{m} y)
\]

over \( x_r, y_r \geq 0, \ r \in R \).

Performing the optimisation over the \( y_r \) first, the corresponding allocation vector \( x \) is again the solution of (9–10), with \( \Gamma \) replaced by \( \tilde{\Gamma} \), which is defined by

\[
\tilde{\Gamma}(z) := \inf \left\{ \Gamma(z - \hat{m} y) - \sum_{r \in R} \hat{m}_r U_r(y_r) \right\}, \quad (40)
\]

over \( y_r \geq 0, \ r \in R \).

It is readily seen that \( \tilde{\Gamma} \) is increasing in each coordinate since each \( U_r \) is assumed to be strictly increasing. Concavity of \( \tilde{\Gamma} \) also holds: this can be verified directly, but also follows from recognising that \( \tilde{\Gamma} \) is the inf-convolution of two convex functions, and as such convex itself.

Remark 1. By comparing equations (26-28) of Proposition 1 with (39), we obtain the following identification:

\[
\tilde{\Gamma}'(\rho; C) = \Gamma'(\rho + \hat{n} \hat{x}; C), \quad \text{where} \ \tilde{\Gamma} \ \text{is as in (40)}.
\]

Besides, the proof of Corollary 1 suggests the following interpretation. The impact of streaming flows on file transfers can be simply captured by a suitable change in the penalty function, namely replacing the original function \( \Gamma \) by \( \tilde{\Gamma} \) as defined in (40).

5 Uncoordinated parallel versus balanced multipath routing

In the present section we assume there are no streaming flows present, and focus more specifically on the performance of file transfers with either parallel routing, or coordinated multipath forwarding.

Note that the stability results of Theorem 1 do provide stability conditions for multipath forwarding, as this fits in the general allocation framework (9-10). However we have not provided general stability results for parallel connections. We now give a counter-example which illustrates that the use of parallel, uncoordinated connections in general reduces the stability region.

Consider the triangle network of Figure 1. Flows between any two pairs of nodes (say B-C) can go along the one-link route (B-C) between the nodes, or use the alternate two-hop route (B-A-C). All three links are assumed to be of unit capacity. We denote by \( \rho_A \) the load to be carried from B to C, and call the corresponding file transfers type-A, and symmetrically \( \rho_B \) and \( \rho_C \) for file
transfers of types B and C. Standard manipulations show that, when both direct and indirect routes are allowed, the capacity region is described by
\[
\begin{align*}
\rho_B + \rho_C &\leq 2, \\
\rho_C + \rho_A &\leq 2, \\
\rho_A + \rho_B &\leq 2.
\end{align*}
\] (41)

In particular, when all three offered loads coincide, the stability condition reads \( \rho \leq 1 \). In this symmetric case, stability can be achieved without using the alternate routes.

Let us now see what happens when each file transfer uses two connections, one direct and one indirect. For definiteness assume that the allocation to each connection is \( \alpha \)-fair, with equal weights for all connections. Let \( n_A \) (resp. \( n_B, n_C \)) denote the number of type-A (respectively, \(-B, -C\)) file transfers. Then file transfers of type \( i \) proceed at rate \( x_i \), \( i = A, B, C \), where
\[
\begin{align*}
x_A &= \left( \frac{1}{p_A} \right)^{1/\alpha} + \left( \frac{1}{p_A + p_B + p_C} \right)^{1/\alpha}, \\
x_B &= \left( \frac{1}{p_B} \right)^{1/\alpha} + \left( \frac{1}{p_B + p_A + p_C} \right)^{1/\alpha}, \\
x_C &= \left( \frac{1}{p_C} \right)^{1/\alpha} + \left( \frac{1}{p_A + p_B + p_C} \right)^{1/\alpha},
\end{align*}
\]
and the \( p_i \)'s are the Lagrange multipliers associated with the link capacity constraints. They are uniquely determined by
\[
\begin{align*}
n_A \left( \frac{1}{p_A} \right)^{1/\alpha} + n_B \left( \frac{1}{p_A + p_B + p_C} \right)^{1/\alpha} + n_C \left( \frac{1}{p_A + p_B} \right)^{1/\alpha} &= 1, \\
n_B \left( \frac{1}{p_B} \right)^{1/\alpha} + n_C \left( \frac{1}{p_B + p_A + p_C} \right)^{1/\alpha} + n_A \left( \frac{1}{p_B + p_C} \right)^{1/\alpha} &= 1, \\
n_C \left( \frac{1}{p_C} \right)^{1/\alpha} + n_A \left( \frac{1}{p_B + p_C} \right)^{1/\alpha} + n_B \left( \frac{1}{p_A + p_C} \right)^{1/\alpha} &= 1.
\end{align*}
\] (42)
The fluid equations, in the case of symmetric loads, then read
\[
\frac{d}{dt} n_i(t) = \nu - \mu x_i(n(t)), \quad i = A, B, C.
\] (43)

We have the following:

**Proposition 3.** Define \( \rho \) as \( \frac{\lambda}{\mu} \), and
\[
\rho^* := \frac{1 + 2^{-1/\alpha}}{1 + 2^{1-1/\alpha}}.
\] (44)

The solution \( n(t) \) to the system of differential equations (43) diverges to infinity whenever \( \rho > \rho^* \).

In particular, when \( \alpha = 2 \), the system is unstable provided \( \rho > \frac{1}{\sqrt{2}} \approx 0.71 \).

Conversely, the solution \( n(t) \) decreases to zero in time at most \( \theta [n_A(0) + n_B(0) + n_C(0)] \) for a suitable constant \( \theta > 0 \) whenever \( \rho < \rho^* \).

**Proof:** We shall rely on monotonicity properties of the allocations, which we summarize in the following lemma, the proof of which relies on elementary manipulations of (42), and is left as an exercise.

**Lemma 1.** Assume \( n_A \leq n_B \leq n_C \). Then it holds that:
\[
p_A \leq p_B \leq p_C,
\] (45)
\[
n_A \left( \frac{1}{p_A} \right)^{1/\alpha} \leq n_B \left( \frac{1}{p_B} \right)^{1/\alpha} \leq n_C \left( \frac{1}{p_C} \right)^{1/\alpha},
\] (46)
\[
n_A \left( \frac{1}{p_B + p_C} \right)^{1/\alpha} \leq n_B \left( \frac{1}{p_A + p_C} \right)^{1/\alpha} \leq n_C \left( \frac{1}{p_A + p_B} \right)^{1/\alpha}.
\] (47)

We shall now deduce the following. Suppose \( n_A \leq n_B \leq n_C \). Then it holds that
\[
n_A x_A \leq \rho^*,
\] (48)
where \( \rho^* \) is defined in (44). Indeed, assume that it is not so, that is
\[
n_A \left( \frac{1}{p_A} \right)^{1/\alpha} + n_A \left( \frac{1}{p_B + p_C} \right)^{1/\alpha} > \rho^*.
\] (49)

Then, using the inequalities (45), we obtain that necessarily
\[
n_A \left( \frac{1}{p_A} \right)^{1/\alpha} \left( 1 + 2^{-1/\alpha} \right) > \rho^*.
\] (50)

On the other hand, (49) and the first equation of (42) imply that
\[
\rho^* - n_A \left( \frac{1}{p_B + p_C} \right)^{1/\alpha} + n_B \left( \frac{1}{p_A + p_C} \right)^{1/\alpha} + n_C \left( \frac{1}{p_A + p_B} \right)^{1/\alpha} < 1.
\]
The sum of the two middle terms in the left-hand side is positive, by (47), so that

\[ n_C \left( \frac{1}{p_A + p_B} \right)^{1/\alpha} < 1 - \rho^*. \]

By (45), this further implies

\[ n_C \left( \frac{1}{p_C} \right)^{1/\alpha} < 2^{1/\alpha} (1 - \rho^*). \]

In view of (46), this implies

\[ n_A \left( \frac{1}{p_A} \right)^{1/\alpha} < 2^{1/\alpha} (1 - \rho^*) = \frac{\rho^*}{1 + 2^{-1/\alpha}}, \]

which contradicts (50), thus establishing the desired inequality (48).

Thus, when \( n_A \leq n_B \leq n_C \), we necessarily have that

\[ \frac{d}{dt} n_A(t) \geq \mu (\rho - \rho^*). \]

Thus the minimum of the three components increases at rate \( \mu (\rho - \rho^*) \), which establishes the first half of the proposition.

The second half is established in a similar manner: by a direct adaptation of the argument used to establish (48) one can show that, when \( n_A \leq n_B \leq n_C \), the allocation \( x_C \) is at least \( \rho^* \). Thus, the largest of \( n_A, n_B \) and \( n_C \) decreases to zero at speed at least \( \mu (\rho^* - \rho) \), which establishes the second half of the proposition.

\[ \square \]

**Remark 2.** In the case where \( \rho < \rho^* \), the second half of the proposition, combined with Dai’s stability criterion [11] shows that the original stochastic system is ergodic.

It can also be shown with additional work that the original stochastic system is transient under the assumption \( \rho > \rho^* \). We omit the detailed arguments in the present paper. Together, these results show that \( \rho^* \) is indeed the exact capacity of the triangle network of Figure 1 under symmetric loads.

As we have just seen, the use of parallel, uncoordinated connections can lead to strictly smaller capacity regions than coordinated multipath transfers. We now discuss a specific case of interest where the capacity region is the same for coordinated multipath and for uncoordinated parallel connections.

Consider the case where each file transfer type \( r \) can use several paths \( p \in P_r \), and each such path consists of a single link, as illustrated by Figure 2. The resources are then a collection of links, denoted by \( \ell \in L \), and \( \Gamma_{\ell}(\cdot) \) is the cost function associated with link \( \ell \). For definiteness, let us consider first sharp capacity constraints: \( \Gamma_{\ell}(x) = 0 \) if \( x \leq C_\ell \), and \( +\infty \) otherwise. As usual, denote by \( \rho_r \) the offered load due to type-\( r \) users.

The stability condition, in this context, can be described in the following simple manner:

\[ \sum_{r \in S} \rho_r < \sum_{\ell \in L(S)} C_\ell, \quad S \subset R, \quad (51) \]
Figure 2: Example network with 1-hop routes: parallel uncoordinated connections achieve maximal stability region

where the subset of links $\mathcal{L}(\mathcal{S})$ is defined to be the union of the sets $\mathcal{P}(r)$ for all $r \in \mathcal{S}$. Indeed, clearly the conditions with non-strict inequalities instead of strict ones are necessary for the existence of a feasible allocation of each load $\rho_r$ to the links in $\mathcal{P}(r)$. The fact that these conditions are sufficient as well is known as Hall’s theorem (see e.g. [3], p.77) in the case where the $\rho_r$ and the $C_{\ell}$ all equal 1. This extends (i) to integral loads and capacities by splitting each traffic source and link into components with unit capacity, (ii) to rational loads and capacities by rescaling, and (iii) to arbitrary positive loads and capacities by continuity.

Denoting as usual by $n_r$ the number of type $r$-users, and by $U_{r\ell}$ the utility function used to determine their allocated rate via link $\ell$, the allocation $x_r(n)$ to type-$r$ users is then specified as

\[
x_r = \sum_{\ell \in \mathcal{P}(r)} x_{r\ell},
\]  

where the $x_{r\ell}$ maximise

\[
\sum_r n_r \sum_{\ell \in \mathcal{P}(r)} U_{r\ell}(x_{r\ell}) - \sum_{\ell \in \mathcal{L}} \Gamma_{\ell} \left( \sum_{r: \ell \in \mathcal{P}(r)} n_r x_{r\ell} \right).
\]  

Let us now establish the following

**Proposition 4.** Assume that for all links $\ell$, and all user types $r$, $s$ such that $\ell \in \mathcal{P}(r) \cap \mathcal{P}(s)$, the ratio $\frac{U_{r\ell}''(x)}{U_{s\ell}''(x)}$ is bounded away from zero and infinity, uniformly in $x \in \mathbb{R}_+$. Then, under the stability condition (51), the solutions to the system of differential equations

\[
\frac{dn_r(t)}{dt} = \nu_r - \mu_r n_r x_r
\]  

where $x_r$ is specified by (52–53) return to zero in time at most $\theta \sum_{r \in \mathcal{R}} n_r(0)$ for some suitable constant $\theta$.  
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Proof: Let \( W(t) = \sum_{r \in S} \mu_r^{-1} n_r(t) \) denote the expected amount of work present in the system. We argue that, whenever \( W(t) > 0 \), it holds that

\[
\frac{d}{dt} W(t) \leq -\epsilon,
\]

where

\[
\epsilon = \min_{S \subset R, S \neq \emptyset} \left[ \sum_{\ell \in \mathcal{L}(S)} C_\ell - \sum_{r \in S} \rho_r \right].
\]

Indeed, let \( R_1(t) \) denote the set of user types \( r \) such that \( n_r(t) > 0 \). By the assumption of boundedness of the ratio of derivatives of utility functions, it holds that the capacity \( C_\ell \) of links \( \ell \) in \( \mathcal{L}(R_1) \) is entirely used by users of types \( r \) belonging to \( R_1 \). Thus, it holds that

\[
W(t + h) - W(t) = \sum_{r \in R_1} \int_t^{t+h} 1_{r \in R_1(u)} (\rho_r - n_r x_r(n(u))) \, du
= \sum_{S \subset R \setminus R_1} \int_t^{t+h} 1_{R_1(u) = S} \left( \sum_{r \in S} \rho_r - \sum_{\ell \in \mathcal{L}(S)} C_\ell \right) \, du
\leq -\epsilon \int_t^{t+h} 1_{R_1(u) \neq \emptyset} \, du.
\]

This establishes that \( W(t) \) decreases indeed at rate at least \( \epsilon \) until it reaches 0, concluding the proof. \( \Box \)

Remark 3. Even for network topologies as in the previous proposition, where parallel connections achieve stability whenever synchronised parallel connections do, one may still prefer the latter allocation over the former. For instance, consider a single type of users, which can simultaneously access two resources, \( \ell_1 \) and \( \ell_2 \), with respective associated cost functions \( \Gamma_1 \) and \( \Gamma_2 \). We know from the comments in 4.2.3 that, using coordinated multiple connections, the load \( \rho \) is at equilibrium split into \( \rho_1 \) and \( \rho_2 \) so that the cost \( \Gamma_1(\rho_1) + \Gamma_2(\rho_2) \) is minimized.

In contrast, in the case of parallel, uncoordinated connections, based on respective utility functions \( U_1, U_2 \), at equilibrium the loads \( \rho_1 \) and \( \rho_2 \) are now specified by the fixed point equations in the variables:

\[
\begin{cases}
\rho_1 + \rho_2 = \rho, \\
\rho_i = nx_i, \ i = 1, 2, \\
U_1'(x_i) = \Gamma_1'(nx_i) + \beta_i, \ i = 1, 2,
\end{cases}
\]

where \( \beta_i \) is the Lagrange multiplier associated with the constraint \( x_i \geq 0 \) in the optimisation problem

\[
\text{Maximise} \quad n \left[ U_1(x_1) + U_2(x_2) \right] - \Gamma_1(nx_1) - \Gamma_2(nx_2).
\]

Consider for instance the case where \( U_1(x) = U_2(x) = \log(x) \), and \( \Gamma_1(x) = px, \) and assume \( p_1 < p_2 \). In the coordinated case, we obtain \( \rho_1 = \rho, \rho_2 = 0, \) and a corresponding cost of \( \rho p_1 \).

In the uncoordinated case we obtain \( \rho_1 = \rho p_2/(p_1 + p_2), \rho_2 = \rho p_1/(p_1 + p_2) \) and a corresponding cost of \( \rho p_1[2p_2/(p_1 + p_2)], \) larger than the optimal cost by a factor of \( 2p_2/(p_1 + p_2) \). This illustrates the fact that, even when stability is not lost, lack of coordination can still be detrimental.
6 Second-order properties

The aim of the present section is to establish diffusion approximations for the rescaled Markov processes \((L^{-1}N_r(t), L^{-1}M_r(t))_{t \in \mathbb{R}}\) of Section 3 around the fluid limits \(n_r(t), m_r(t)\), evolving according to (24,25), that have been studied in Section 4. The derivations in this section are purely formal, and no rigorous justification is provided; we address the reader to [24] for a rigorous treatment of the single link scenario.

We introduce the perturbation processes

\[
\begin{align*}
\xi_r(t) &= \frac{1}{\sqrt{L}} (\xi_i(t) - \hat{\xi}_i(t)), \\
v_r(t) &= \frac{1}{\sqrt{L}} (v_i(t) - \hat{v}_i(t)),
\end{align*}
\]

together with the noise processes

\[
\xi_{i,r}(t) = \frac{1}{\sqrt{L}} (\Xi_{i,r}(Lt) - L t), \quad i \in \{1, \cdots, 4\}, \quad r \in R, \quad t > 0,
\]

where the \(\Xi_{i,r}\) are the unit rate Poisson processes appearing in the representation (23). By taking \(n(0) = \hat{n}\), and \(m(0) = \hat{m}\), assuming differentiability of the allocation vector \(x\) with respect to the flow numbers \(n_r\), we obtain formally the limiting equations for the perturbation processes \(u, v\):

\[
\begin{align*}
u_r(t) &= u_r(0) + \xi_{1,r}(u_r T) - \xi_{2,r}(u_r T) - \mu_r \int_0^T \hat{x}_r u_r(t) dt - \mu_r \int_0^T \hat{n}_r \sum_{n \in R} \left( \frac{\partial x_r}{\partial n_s} \right) (\hat{n} + \hat{m}; C) (u_s(t) + v_s(t)) dt, \\
v_r(t) &= v_r(0) + \xi_{3,r}(v_r T) - \xi_{4,r}(v_r T) - \eta_r \int_0^T v_r(t) dt.
\end{align*}
\]

Replacing the noise processes \(\xi_{i,r}\) by standard Wiener processes, we can alternatively write these as the following system of stochastic differential equations:

\[
d \begin{pmatrix} u \\ v \end{pmatrix} = - \begin{pmatrix} [\mu \hat{x}] + [\mu \hat{n}] D & [\mu \hat{n}] D \\ 0 & [\eta] \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix} dt + \begin{pmatrix} \sqrt{2 \nu} \\ 0 \end{pmatrix} d \begin{pmatrix} W_1 \\ W_2 \end{pmatrix},
\]

(55)

where \([a]\) represents the diagonal matrix with entries \(a_r\) on the diagonal, \(D\) is the square matrix with entries \(\partial x_r / \partial n_s\) evaluated at \(\hat{n} + \hat{m}\), and \(W_1, W_2\) are independent, standard \(|R|\)-dimensional Wiener processes. In the above, for compactness of representation we have also replaced \(\xi_{i,r} - \xi_{2,r}\) by \(\sqrt{2} W_{1,r}\) where \(W_{1,r}\) is again a standard Wiener process, and similarly for \(\xi_{3,r} - \xi_{4,r}\).

This characterises the perturbation processes \(u, v\) as coupled Ornstein-Uhlenbeck processes. Correlations can then be determined from the matrices in the above representation. The matrix \(D\) is determined as follows, in the special case where \(\Gamma \) and \(U\) are twice differentiable. By differentiating equation (22), denoting by \(H\) the Hessian matrix of \(\Gamma\), evaluated at \(\hat{n}, \hat{x}\), one obtains

\[
\left[ U''(\hat{x}) \right] D = H \left( [\hat{n}] + [\hat{n}] D \right),
\]

so that

\[
D = - \left( H [\hat{n}] - \left[ U''(\hat{x}) \right] \right)^{-1} H [\hat{x}].
\]

(56)
For the sake of illustration, consider the case where $\Gamma$ is as in (13), where the individual penalty functions $\Gamma_j$ are twice differentiable. The Hessian matrix $H$ then reads:

$$H = A^T \begin{bmatrix} \gamma'' \end{bmatrix} A$$

where the diagonal entry $\gamma''_j$ is given by

$$\frac{1}{C_j^2} \Gamma''_j \left( \sum_r A_{jr} \hat{x}_r (\hat{n}_r + \hat{m}_r) \right).$$

**Remark 4.** By removing the $m$-component, that describes the streaming flows, in the above Ornstein-Uhlenbeck process, which is formally done by setting $\kappa$ and $\nu$ to zero, we obtain a reduced Ornstein-Uhlenbeck process for the fluctuations in the $n$-component.

This is counter-intuitive, as one expects, from standard heavy traffic theory, the diffusion approximation of the $m$-component to behave like a reflected brownian motion instead. Such an expectation is backed by simulation results reported in [23]. However, the above Ornstein-Uhlenbeck process limit is obtained based on the assumption that the penalty function $\Gamma$ is twice differentiable, whereas reflected Brownian motions in heavy traffic limits arise in the presence of sharp capacity constraints, hence non-differentiable $\Gamma$. These issues are investigated in greater detail in [24].

### 7 Conclusion

We have studied a flow level model of Internet congestion control, that represents the randomly varying number of flows present in a network. Bandwidth was assumed to be dynamically shared between file transfers and streaming traffic, according to a fairness criterion that includes TCP friendliness as a special case. Through the construction of an appropriate Lyapunov function we have established stability, under conditions, for a fluid model of the system. The presence of fair-sharing streaming traffic results in a non-degenerate fluid model. Analysis of the model suggests that file transfers are seen by streaming traffic as reducing the available capacity, whereas for file transfers the presence of streaming traffic amounts to a simple modification in the network penalty function.

While we have assumed that streaming traffic fairly shares the capacity with file transfers, our model can be adapted to the case where streaming flows have a minimum or fixed bandwidth requirement, and admission control is used so that the aggregate rate used by streaming traffic competes fairly with file transfers. For details see [23].

The general bandwidth allocation criterion we have considered encompasses balanced multi-path routing, which could be implemented by modifying the existing TCP transport protocol as in the proposals of [16, 21]. We have also compared the performance of such routing to parallel, uncoordinated routing, which may be implemented with fewer changes to existing protocols. We have shown that the latter may strictly reduce the capacity region of the network as compared to the former. This strengthens the case for deploying modified versions of Internet transport protocols as those described in [16, 21].
Finally, we have formally identified second-order diffusion approximations to the first-order fluid limits of the number of flows in progress. These provide a basis for refined performance evaluation of integrated network-wide data transfer.
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