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ABSTRACT
Recently, with the development of mobile Internet and smartphones, the online minimum bipartite matching in real time spatial data (OMBM) problem becomes popular. Specifically, given a set of service providers with specific locations and a set of users who dynamically appear one by one, the OMBM problem is to find a maximum-cardinality matching with minimum total distance following that once a user appears, s/he must be immediately matched to an unmatched service provider, which cannot be revoked, before subsequent users arrive. To address this problem, existing studies mainly focus on analyzing the worst-case competitive ratios of the proposed online algorithms, but study on the performance of the algorithms in practice is absent. In this paper, we present a comprehensive experimental comparison of the representative algorithms of the OMBM problem. Particularly, we observe a surprising result that the simple and efficient greedy algorithm, which has been considered as the worst due to its exponential worst-case competitive ratio, is significantly more effective than other algorithms. We investigate the results and further show that the competitive ratio of the worst case of the greedy algorithm is actually just a constant, 3.195, in the average-case analysis. We try to clarify a 25-year misunderstanding towards the greedy algorithm and justify that the greedy algorithm is not bad at all. Finally, we provide a uniform implementation for all the algorithms of the OMBM problem and clarify their strengths and weaknesses, which can guide practitioners to select appropriate algorithms for various scenarios.

1. INTRODUCTION
Given a set of service providers and a set of users in a 2D space, the minimum bipartite matching in spatial data (MBM) problem aims to find a maximum-cardinality matching with minimum total distance between the matched pairs and has attracted much attention from the database communities in the last decade [31, 28, 32]. With the unprecedented development of mobile Internet and smartphone techniques in recent years, many applications of the MBM problem on real-time spatial data become popular, such as the real-time taxi-calling service Uber [5], the on-wheel meal-ordering service GrubHub [2], and the product placement checking service of stores Gigwalk [1]. To deal with the minimum bipartite matching in real-time dynamic spatial environments, a natural way is to model it as the online minimum bipartite matching in real time spatial data (OMBM) problem [16, 17].

Though with the same objective function, the traditional MBM problem and the OMBM problem address different scenarios and constraints. Specifically, traditional MBM addresses the offline scenario, where full information of service providers and users is known before matching is conducted, while OMBM addresses the online scenario, where (1) each service provider has an initial location, but users dynamically arrive one by one; (2) before a user appears, his/her location is unknown; (3) once a user appears, s/he must be matched to one unmatched service provider immediately before subsequent users arrive. Particularly, there are a wide range of real applications of the OMBM problem, and several representative examples are shown as follows:

- **Task Assignment in Spatial Crowdsourcing** [7]: Task assignment is one of the most foundational issues in spatial crowdsourcing[11, 18, 28, 24, 25, 26, 27, 29, 30]. In real-time spatial crowdsourcing, a task can be considered as a user and a crowd worker can be considered as a service provider. The goal of task assignment in spatial crowdsourcing is usually to minimize the total travel distance of workers. In particular, in real applications, each task request not only dynamically appears but also needs to be assigned to a crowd worker as quickly as possible. Thus, task assignment in real-time spatial crowdsourcing can be addressed by the OMBM problem.

- **Taxi Dispatching** [20, 23]: Taxi dispatching systems are very popular in current daily life. One representative commercial application is Uber [5]. A taxi and a calling-taxi request can be considered as a service provider and a user, respectively. The taxi dispatching system usually tries to minimize the total waiting time of users or the total driving distance for the taxies to pick up their passengers. Note that each dynamically appearing calling-taxi request should be immediately responded once it appears. Therefore, OMBM is suitable for handling such real-time allocation in the taxi dispatching systems.

- **Wireless Network Connection Management** [31]: In wireless network connection management, WiFi receivers and wireless access points (APs) can be regarded as users and service providers in the OMBM problem, respectively, where each WiFi receiver is only allocated a nearby AP immediately once it requests for WiFi service, each AP can provide WiFi service for multiple WiFi receivers, and the overall distances between WiFi receivers and APs should be minimized.
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to provide high-quality network service. Although each single AP has a capacity, which is the maximum number of WiFi receivers it can support, the AP can be considered as multiple APs with capacity of one, each of which can support only one WiFi receiver. This multiple (WiFi receivers)-to-single (AP) assignment problem can be reduced to a one-to-one assignment problem. Therefore, OMBM can be naturally applied to handling such applications.

With its wide applications, the OMBM problem has been extensively studied, and some of the most notable algorithms include Greedy [16, 17], Permutation [16, 17, 19], HST-Greedy [22], and HST-Reassignment [8, 9]. However, study on the performance of the algorithms in practice is still absent. This paper is the first work to evaluate the performance of these algorithms through a comprehensive experimental study with additional theoretical analysis.

1.1 Motivation

1. Is Greedy really the worst? Greedy [16, 17] is the most simple and efficient solution for the OMBM problem. The basic idea of Greedy is to allocate each new arrival user to the currently nearest unmatched service provider. Because existing studies mainly focus on theoretically analyzing the worst-case competitive ratio of an online algorithm, which is the worst-case ratio of the total distance of the matching returned by the online algorithm to that of the optimal matching (which can be obtained in the offline scenario), Greedy has been considered as the worst algorithm due to its exponential worst-case competitive ratio. However, a comprehensive experimental comparison of the proposed algorithms for the OMBM problem is still absent so far. Therefore, whether Greedy is really ineffective in practice is unknown.

2. Is the worst-case analysis appropriate for the OMBM problem in practice? As discussed above, most existing studies use the worst-case competitive ratio to evaluate the effectiveness of their proposed algorithms. However, through extensive experiments on real and synthetic datasets, we observe some contradictions between the performance of the proposed algorithms and their theoretical results. For example, according to [8, 9, 14], both HST-Greedy [22] and HST-Reassignment [8, 9] have better worst-case competitive ratios than that of Greedy. However, according to our experiment results, Greedy is significantly superior to both HST-Greedy and HST-Reassignment with more than 50,000 tests on real and synthetic datasets. Therefore, these contradictions raise the question that whether the worst-case analysis is appropriate for the OMBM problem in practice.

3. Are implementations and experimental evaluation uniform? To avoid that different implementation details result in inconsistent performance evaluation of the algorithms, it is necessary to provide a fair experimental comparison for the existing algorithms and report their real contributions. For instance, comparing HST-Greedy and HST-Reassignment requires uniform implementation of the hierarchically separated tree (HST) structure [12]. In addition, since there is no previous experimental study for the OMBM problem, the selection of datasets and the experimental design are also important.

1.2 Contributions

1. Good performance of Greedy: We explore the performance of Greedy with more than 50,000 tests on real and synthetic datasets following four different representative location distributions. Surprisingly, we observe that the simple and efficient greedy algorithm, which has been considered as the worst in theoretical analysis, is actually more effective than other existing algorithms in almost all the tests. Furthermore, Greedy not only has outstanding scalability but also has competitive ratio as low as 5, and usually lower than 2, in all different cases. In particular, the strategy adopted by Greedy is equivalent to conducting a nearest neighbour query for each user, which has been widely studied and can be easily extended into many applications in the database community. Thus, the outstanding performance of Greedy also provides hints to other applications in the database community.

2. Worst-case vs. Average-case analysis: Inspired by the big gap between the experimental results and the existing theoretical analysis of Greedy, we discover that the worst case of Greedy rarely occurs in practice. Thus, we believe that the worst-case analysis may be not appropriate for the OMBM problem in real applications and the average-case analysis should be more suitable. We introduce the average-case analysis model of online algorithms, called the random order model, and revisit that the competitive ratio of the worst case of Greedy in the worst-case analysis is actually just a constant, 3.195, in the average-case analysis in Section 4.

3. Uniform implementations and experiments: We present efficient implementation for the four representative algorithms, including Greedy, Permutation, HST-Greedy, and HST-Reassignment. These implementations adopt common basic operations (e.g. the construction of the HST structure) and offer a base for comparison with future work in this area. Moreover, the source code and datasets used in the experiments are available in [4]. In addition to uniform implementations, we also study on a large real dataset, which consists of real-time taxi-calling data in more than half year, and five synthetic datasets, where locations of service providers and users are randomly generated following different commonly used distributions (i.e. normal distribution, uniform distribution, power law distribution and exponential distribution) to eliminate the bias of a particular dataset towards the algorithms.

4. Potential open questions: Although we still cannot prove that the competitive ratio of Greedy in the average-case analysis is a constant, the aforementioned extensive random experiment results motivate us to propose the following hypothesis as an open question: the average-case competitive ratio under the random order model of Greedy for the OMBM problem should be constant, which can provide a theoretical explanation for the outstanding performance of Greedy in practice if the hypothesis holds.

2. PRELIMINARIES

2.1 Problem Definition

We formally define the online minimum bipartite matching in real time spatial data (OMB) problem as follows.

**Definition 1 (OMB Problem).** Given a set of service providers \( W \) with specific locations, a set of users \( T \) whose spatial information is unknown before they appear, and a metric distance function \( d(t, w) \) in 2D space, the OMB problem is to find a matching \( M \) to minimize the total distance \( \text{Cost}(M) = \sum_{t \in T, w \in W} d(t, w) \) between the matched pairs such that the following constraints are satisfied:

- **Real-time constraint:** once a user appears, a service provider must be immediately allocated to her/him before the next user appears.
- **Invariable constraint:** once a service provider is allocated to a user, the allocation cannot be revoked.
- **Cardinality constraint:** \( k = |M| = \min(|T|, |W|) \), where \(|.|\) is the size of a given set.

The OMB problem is illustrated by the following example.
2.2 Competitive Analysis Models

In this subsection, we formally introduce the evaluation standard competitive ratio (CR) for online algorithms, which is the ratio of the result of an online algorithm to the optimal result, which can be obtained in the offline scenario. Since the arrival orders of objects significantly affect the performance of an online algorithm, different evaluation approaches of competitive ratios take different assumptions on the online arrival orders of the dynamically arrived objects. In the following, we introduce two representative competitive ratios under two kinds of online arrival order assumptions, the adversarial model (the worst-case analysis) and the random order model (the average-case analysis), for the OMBM problem.

**Definition 2** (CR in the Adversarial Model). The competitive ratio of an online algorithm in the adversarial model for the OMBM problem is as follows:

\[ CR_A = \max_{G(T,W)} \frac{\text{Cost}(M)}{\text{Cost}(OPT)} \]  

where \( G(T,W) \) is an arbitrary metric bipartite graph of service providers and users, where the weight of an edge in the \( G(T,W) \) corresponds to the distance between the two objects in \( T \) and \( W \) respectively, \( \sigma \) is an arbitrary arrival order of the users in the \( T \), \( \text{Cost}(M) \) is the total distance cost generated by the online algorithm, and \( \text{Cost}(OPT) \) is the offline optimal total distance cost.

Note that the aforementioned \( \text{Cost}(OPT) \) can be calculated by classical offline MBBM algorithms, e.g. the successive shortest path algorithm (SSPA) [6] or the Hungarian algorithm [10] given full information of service providers and users in advance. In a word, the competitive ratio in the adversarial model is the worst-case analysis and always considers the worst-case ratio over all possible inputs and all possible arrival orders.

**Definition 3** (CR in the Random Order Model). The competitive ratio of an online algorithm in the random order model for the OMBM problem is as follows:

\[ CR_{RO} = \max_{G(T,W)} \mathbb{E}[\frac{\text{Cost}(M)}{\text{Cost}(OPT)}] \]  

where \( G(T,W) \) is the same as that in the adversarial model, \( \mathbb{E}[\text{Cost}(M)] \) is the linear expectation of the total distance cost of the online algorithm over all possible arrival orders of \( T \) in the specific \( G(T,W) \), and \( \text{Cost}(OPT) \) is the offline optimal total distance cost.

The random order model adopts the average-case analysis and measures the worst average performance of an online algorithm. In other words, among all the average ratios of an online algorithm over all possible metric bipartite graphs, where each average ratio is the expected performance of the algorithm over all possible arrival orders for a specific graph instance, the random order model focuses on the worst average one. On the contrary, the competitive ratio under the adversarial model is to bound the worst-case performance of an online algorithm over all possible cases, i.e. arrival orders. All existing studies for the OMBM problem focus on the adversarial model but ignore the average performance of the algorithms. However, as discussed later, we discover that the competitive ratio analysis under the random order model may be more suitable for evaluating the performance of the online algorithms for the OMBM problem in practice because the special worst cases, which will be introduced in Section 4, rarely occur in real applications.

3. ONLINE ALGORITHMS

In this section, we describe the main ideas of each online algorithm compared by our experimental study. We categorize the four online algorithms into two groups, deterministic algorithms and randomized algorithms, respectively.

3.1 Deterministic Algorithms

3.1.1 Greedy Algorithm

We first introduce the online greedy algorithm, Greedy, which was presented by [16]. The main idea of Greedy is to match each new arrival user to its currently nearest unmatched service provider. For example, based on our running example in Example 1, the result of Greedy is \( (t_1, w_1), (t_2, w_2), (t_3, w_4), (t_4, w_3) \) if users appear following the “1st order”. Although Greedy is very efficient, its competitive ratio in the adversarial model is proven to be \( 2^k - 1 \), where \( k = |M| = \min(|T|, |W|) \) is the maximum cardinality of the matching. Hence, Greedy is always considered as the worst solution for the OMBM problem. The worst case of Greedy is further studied in Section 4.
Algorithm 1: 2-HST Construction Algorithm

Input: metric \( \{V,d\} \)
Output: an HST metric \( \{V', d_T\} \)
1. Choose a random permutation \( \pi \) of \( V \);
2. Choose \( \beta \) in \([1,2]\) randomly from the distribution 
   \[ p(x) = \frac{1}{\binom{2}{x}} \]
3. \( \Delta \leftarrow \max_{u,v \in V} d(u,v) \);
4. \( \delta \leftarrow \lceil \log_2 \Delta \rceil \);
5. \( D_\delta \leftarrow \{V\} \);
6. \( i \leftarrow \delta - 1 \);
7. while \( D_{i+1} \) is not a singleton cluster do
   8. \( \beta_i \leftarrow 2^{-i} \beta \);
   9. foreach \( S \) in \( D_{i+1} \) do
      10. Create a new cluster consisting of all unassigned vertices in \( S \) closer than \( \beta_i \) to \( \pi(l) \);
      11. Mark the vertices in the new cluster assigned;
      12. Join the new cluster with \( S \) by edge of length \( 2^{i+1} \);
   13. \( i \leftarrow i - 1 \);
14. return an HST

3.1.2 Permutation Algorithm

Let \( T_i \) denote the set of users arriving before the \( i \)-th user \( t_i \) arrives. The Permutation algorithm mainly includes the following four steps. (1) After \( t_i \) arrives, Permutation conducts the classical offline minimum weighted matching algorithm, e.g., Hungarian algorithm, on the bipartite graph \( G(T_i,W) \) and gets a minimal weighted partial matching \([16]\), denoted by \( M_i \). (2) If the service provider \( w_j \) matched to \( t_i \) in \( M_i \) is unmatched in the online matching result, the pair \((t_i, w_j)\) is matched in the final online matching result. (3) Otherwise, it is guaranteed that there exists exactly one service provider \( w_j \) that does not appear in \( M_{i-1} \), and Permutation matches \( w_j \) to \( t_i \), namely adding \((t_i, w_j)\) to the final result. The algorithm is named as Permutation due to its aforementioned permutation property. Since the upper bound on the cost of the permutation in this algorithm can be proven to be \( 2i - 1 \) when the \( i \)-th user appears, the competitive ratio of Permutation is \( 2k - 1 \) with \( i = k = |M| = \min(|T|,|W|) \). To further illustrate the Permutation algorithm, we go through the following example.

**Example 2.** Taking our running example in Example 1, when the first user \( t_1 \) arrives, Permutation gets its minimal weight partial matching \((t_1, w_2)\). Then when \( t_2 \) arrives, the minimal weighted partial matching is \((t_1, w_1), (t_2, w_2)\). However, \( t_1 \) is already matched to \( w_2 \) which cannot be revoked, and thus \( t_2 \) is matched to the currently unmatched service provider \( w_1 \) in \( M_2 \). Similarly, \( t_3 \) and \( t_4 \) are allocated to \( w_3 \) and \( w_5 \), respectively. The final matching result is \((t_1, w_2), (t_2, w_1), (t_3, w_4), (t_4, w_3)\) with cost 6.81.

3.2 Randomized Algorithms

In this subsection, we mainly introduce two randomized online algorithms, HST-Greedy and HST-Reassignment, for the OMBM problem. Since both algorithms utilize a structure, called hierarchically separated tree (HST), we first introduce the HST structure and then review the two algorithms.

3.2.1 Hierarchically Separated Tree (HST)

Since the HST structure can only be applied to a metric space, we first introduce the concept of metric space. A metric space is denoted as a pair \((V,d)\) where \( V \) is a set of objects and \( d : V \times V \to [0,\infty) \) is a metric, satisfying the following three axioms:

1. \( d(u,v) = 0 \) if and only if \( u = v \) (\( u, v \in V \)),
2. \( d(u,v) = d(v,u) \), and
3. \( d(u,v) + d(v,w) \leq d(u,w) \), i.e. the triangle inequality.

For example, a 2D space \( \mathbb{R}^2 \) with Euclidean distance \( d \) is a metric space. An arbitrary given metric space can be projected to a hierarchically separated tree (HST) metric space, which not only has several sound properties but also provides theoretical bound on the distortion between the two metric spaces. The HST is defined as follows.

**\( \alpha \)-Hierarchically Separated Tree (\( \alpha \)-HST).** Given a metric \((V,d)\), we say the HST metric \((V', d_T)\) approximates the original metric in two ways. First, it needs to dominate the original metric \((V,d)\). Here “dominate” means that for all \( u,v \in V \), \( d_T(u,v) > d(u,v) \). Also, it guarantees that \( E[d_T(u,v)] \leq O(\alpha \log |V|)d(u,v) \). Let \( d_T(\cdot, \cdot) \) be the length of the unique shortest path between two vertices. In other words, given two arbitrary vertices in the HST, the distance between them, \( d_T(u,v) \), is the sum of the distances along the shortest paths from \( u \) to \( v \) through their common ancestor in the HST.

Then, the HST has the following four properties on the distance metric\([12]\):

- It is a rooted tree. The root vertex contains the whole set \( V \), and each leaf vertex corresponds to an unique object in the set \( V \). Each of the other vertices contains a subset of \( V \), which is the union of the sets of objects contained in its children.
- For an arbitrary vertex \( s \in V' \), if \( c_1(s) \) and \( c_2(s) \) are the children of \( s \) in the HST, \( d_T(s, c_1(s)) = d_T(s, c_2(s)) \).
- For an arbitrary vertex \( s \in V' \), let \( p(s) \) be the parent of \( s \) and \( c(s) \) be a child of \( s \), then \( d_T(s, p(s)) = \alpha d_T(s, c(s)) \).
- All the leaf vertices are at the same level of the HST. For an arbitrary vertex \( s \in V' \), let \( \lambda_1(s) \) and \( \lambda_2(s) \) be the leaf vertices that are the descendants of \( s \), then \( d_T(s, \lambda_1(s)) = d_T(s, \lambda_2(s)) \).

Note that the \( \alpha \)-HST provides theoretical guarantee regarding the expected value of the distance \( E[d_T(u,v)] \) for two arbitrary given vertices in the HST. The bound is for the expected value because the HST construction algorithm is a randomized algorithm, more details of which will be introduced later. Furthermore, the parameter \( \alpha \) of an \( \alpha \)-HST is the unit distance and is usually set as 2 in practice. In the remaining parts of this paper, we set \( \alpha = 2 \) and use 2-HST as an example to illustrate the concept of HST.

In general, HST is usually used as a tool to approximate some metrics, e.g., Euclidean metric. When we transform the problem from the original metric into a tree metric, we can utilize the sound properties of the tree metric, such as recursiveness and symmetry. Thus, efficient online algorithms can be designed and implemented. In the following, we will introduce the 2-HST construction algorithm.

The main idea of the 2-HST construction algorithm is to first randomly generate a global permutation of all the given objects as an order, and then performs a hierarchical decomposition following the randomly generated order level by level. Finally, the hierarchical decomposition of the original set of objects results in a rooted tree as follows. Each vertex in the tree contains a decomposed set of objects while the root contains the whole set \( V \), and the leaves are singletons. Particularly, the distance between a pair of parent-child vertices in the \((i+1)\)-th and the \(i\)-th levels respectively is exactly \( \frac{1}{2} \).

The procedure of the 2-HST construction process is illustrated in Algorithm 1. In lines 1-2, the algorithm randomly generates a
HST-Greedy [22] first builds an $\alpha$-HST structure for the service providers, where all the service providers are projected onto a tree metric. HST-Greedy includes the following two main steps to process each new arrival user $t$: (1) HST-Greedy first finds the service global permutation order for all the objects and a random parameter $\beta$. In lines 3-6, $\Delta$ is set as the diameter of all the objects in the original metric space, the height of the HST is $\delta = \lceil \log_2 \Delta \rceil$, and the root vertex $D_0$ in the 2-HST contains the whole set of objects. Lines 7-14 perform a top-down hierarchical decomposition. For the $(i+1)$-th level in the 2-HST, as long as a vertex in this level contains more than one object, i.e. a non-singleton vertex, the algorithm iteratively processes each object according to the random permutation of all the objects (all service providers in our paper) for the remaining partitions. Even though for the same set of objects, the HST construction algorithm may build different HST structures due to different random permutations of the objects. On the other hand, for the partition in the i-th level in a 2-HST, the radius of the open balls is $\beta_i = 2^{i-1}\beta$, where $\beta$ is a global parameter generated randomly from the interval $[1, 2]$ with distribution $p(x) = \frac{1}{\ln 2}$. Since both the permutation order of all the objects and the parameter to calculate the radius of open balls are generated randomly, HST can only provide theoretical guarantee for the expected value of $d_F(u, v)$. We further illustrate the HST construction algorithm by the following example.

**Example 3.** Back to our running example in Example 1, $V$ is the set of four service providers (taxis) in the 2D metric space shown in Figure 2a. Suppose we choose $\beta = 1.2$ and the global permutation is $< w_1, w_2, w_3, w_4 >$. $\Delta = \max_{w_i, w_j \in V} d(w_i, w_j) = \sqrt{29}$ and $\delta = \lceil \log \sqrt{29} \rceil = 4$. The root vertex in the 2-HST contains four taxis, which is shown in Figure 3a. Then, the algorithm partitions the root vertex into disjoint subsets of objects in level 3, where $\beta_3 = 2^{3-1} \times 1.2 = 4.8$. Based on the global permutation, the algorithm first finds the open ball with radius 4.8 and the center of $w_1$, which is shown as the red circle $B_1$ in Figure 2b. Similarly, the open balls of $w_1, w_2, w_3$ are empty, empty and $\{ w_4 \}$, respectively. Thus, we only show the open ball of $w_4$ as the green circle $B_2$ in Figure 2b. With open balls $B_1 = b(t_1, \beta_3) = \{ w_1, w_2, w_3 \}$ and $B_2 = b(t_4, \beta_3) = \{ w_4 \}$, the HST decomposes the root vertex into two vertices in the 3rd level in the HST, which are shown in Figure 3b. Similarly, for the 2nd level, the radius of the open balls is $\beta_2 = 2.4$, and there are three open balls, $B_3 = w_1$ (the blue circle), $B_4 = w_2, w_3$ (the yellow circle), and $B_5 = w_4$ (the purple circle), in Figure 2c. And the corresponding decomposition in the 2nd level of the 2-HST is shown in Figure 3c. In the 1st level, the radius of the open balls is $\beta_1 = 1.2$, and there are four open balls, each of which is singleton as shown in Figure 2d. And the corresponding decomposition in the 1st level of the 2-HST is shown in Figure 3d. The algorithm terminates in level 0. As HST requires that every two vertices are at least 1 unit away and the vertices in level 0 have radius at most 1.

**3.2.2 HST-Greedy Algorithm**

HST-Greedy [22] first builds an $\alpha$-HST structure for the service providers, where all the service providers are projected onto a tree metric. HST-Greedy includes the following two main steps to process each new arrival user $t$: (1) HST-Greedy first finds the service
provider \( v_i \) currently nearest to \( t_i \) in the original 2D space. (2) HST-Greedy then chooses an unmatched service provider \( w_t \) nearest to \( v_i \) on the tree metric. If there are multiple service providers that have the same distance to \( v_i \) on the tree metric, the algorithm randomly chooses one as \( w_t \). If \( v_i \) is also an unmatched service provider, \( w_t \) is replaced by \( v_i \) to be matched to \( t_i \). Otherwise, \( w_t \) is directly matched to \( t_i \). Thus, the pair \((t_i, w_t)\) is added to the final online matching. With the \( \alpha \)-HST structure, the total cost of HST-Greedy on the tree metric is \( O(\log k) \) when \( \alpha > 2 \ln k + 1 \). In addition, \( \alpha \)-HST can also guarantee that the expectation of the distance of two vertices on the tree is no greater than \( \alpha \log k \) times the original distance. Therefore, the final competitive ratio of HST-Greedy is \( O(\log^* k) \).

### 3.2.3 HST-Reassignment Algorithm

Different from HST-Greedy that adopts an \( \alpha \)-HST structure \((\alpha > 2 \ln k + 1)\), HST-Reassignment \([9]\) only uses 2-HST structure, namely \( \alpha = 2 \). The main idea of HST-Reassignment is similar to HST-Greedy. When a new user \( t \) appears, HST-Reassignment also first finds the service provider \( v_i \) currently nearest to \( t_i \) in the original 2D space. The main difference between HST-Greedy and HST-Reassignment is their second step. HST-Greedy directly finds the nearest unmatched service provider \( v_i \) to \( t_i \), but it is likely that HST-Greedy is trapped into the local optimal solution such that the total distance cost of the final matching is very expensive. To avoid the local optimal traps, HST-Reassignment designs a reassignment approach, whose basic idea is to iteratively change \( w_t \) from the previously matched pairs until it finds an unmatched service provider who is a sight farther unmatched service provider of \( v_i \) on the tree metric. In the competitive analysis, a Restricted Reassignment Model is proposed that guarantees HST-Reassignment to have competitive ratio of \( O(\log^* k) \) in the adversarial model. Note that even though HST-Reassignment obtains a better competitive ratio, its effectiveness is worse than that of HST-Greedy and Greedy in practice according to our experiments. More experimental results will be discussed in Section 5.

### 3.2.4 Summary

Table 2 summarizes all the aforementioned algorithms that we review and evaluate in this paper.

### 4. GREEDY REVISITED

\([16]\) indicates that the worst case of Greedy under the adversarial model is when all the vertices lie on a line. In this section, we inspect the properties of such worst case of the adversarial model under the random order model. Particularly, we show that the competitive ratio of this worst case under the random order model is 3.195, which is a constant. We next review this “bad” example and analyze that the worst case w.r.t. Greedy in this example only appears with very low probability of \( \frac{1}{2^n} \), where \( k = \min\{\lvert T\rvert, \lvert W\rvert\} \).

#### A “Bad” Example \([14, 16]\)

Consider \( k \) service providers, \( w_t = w_k \), located at points \( \{-\epsilon, 2, 2^2, \cdots, 2^{k-1}\} \) on a line respectively, where all the coordinates are integers and \( \epsilon \) is an arbitrarily small positive number. Moreover, \( k \) users, \( t_1, t_k \), appear at points \( \{1, 2, 2^2, \cdots, 2^{k-1}\} \) on the same line respectively. Figure 4 shows the “bad” example instance, which consists of four service providers and four users. Figure 4(a) shows the locations of the service providers at points \( \{-\epsilon, 2, 4, 8\} \) and those of the users at points \( \{1, 2, 4, 8\} \) on the line, respectively. The matching result of offline OPT is shown in Figure 4(b), and its cost, the total distance, is \( 1 + \epsilon + 0 + 0 + 0 = 1 + \epsilon \). As for Greedy, the worst-case arrival order of the users in the bad example is \( < t_1, t_2, \cdots, t_k > \), which results in the matching cost of \( 2^k - 1 \). Figure 4(c) shows the matching result of Greedy for the worst-case arrival order \( < t_1, t_2, t_3, t_4 > \), which has cost of \( 1 + 2 + 4 + 8 = 16 \).

**Lemma 1.** Given the aforementioned “bad” example, where \( k \) service providers and \( k \) users lie on a line with integer coordinates, the worst-case matching result of Greedy only appears with probability \( \frac{1}{2^n} \).

**Proof.** In the “bad” example, each user \( t_i (i \geq 2) \) has a nearest service provider at the same location with it except \( t_1 \). If such nearest service provider for \( t_i (i \geq 2) \) is available (unmatched when \( t_i \) arrives), the cost between such pair is zero. Hence, for an arbitrary arrival order of users, the cost of its corresponding matching is lower than that of the worst-case matching as long as at least one user \( t_i (i \geq 2) \) arrives before \( t_1 \) arrives and thus the corresponding zero-cost service provider of \( t_i (i \geq 2) \) will not be occupied before \( t_1 \) arrives. In other words, only the arrival order of \( < t_1, t_2, \cdots, t_n > \) results in the worst matching cost. Therefore, the worst case only appears with the probability of \( \frac{1}{2^n} \).

**Theorem 1.** Given the aforementioned “bad” example with \( k \) service providers and \( k \) users lying on a line with integer coordinates, the competitive ratio of Greedy under the random order model is 3.195.

**Proof.** According to the definition of the “bad” example, Greedy always assigns the nearest service provider available to a new-arrival user. Thus, for each user \( t_i (i \in \{1, \cdots, k\}) \), its cost is only one of the following two possible values,

\[
\text{Cost}(t_i) = \begin{cases} 
0 & \text{with probability } 1 - \frac{1}{2^n} \\
2^{i-1} & \text{with probability } \frac{1}{2^n}
\end{cases}
\]
Furthermore, for each user $t_i$, its cost is $2^{i-1}$ if and only if all the users $t_j (j < i)$ appear before $t_i$ arrive. Otherwise, its cost is zero. Therefore, the expected cost of each user $t_i$ is

$$E[Cost(t_i)] = \frac{2^{i-1}}{i!}$$  \hspace{1cm} (4)

Since there are $k$ users, the expectation of the total distance is

$$E[Cost(M)] = \sum_{i=1}^{k} \frac{2^{i-1}}{i!}$$  \hspace{1cm} (5)

Based on Equation (5), we prove that the expectation of the total distance is 3.195 as follows.

Since the series $\sum_{i=1}^{\infty} \frac{2^{i-1}}{i!}$ must be an upper bound of the expectation of the total distance, we analyze the bound of this series. We define the remainder term of the series $\sum_{i=1}^{\infty} \frac{2^{i-1}}{i!}$ as $R_N = \sum_{i=N+1}^{\infty} \frac{2^{i-1}}{i!}$, Based on the inequation $n! > (\frac{2}{e})^{n}$ ($n = 1, 2, \cdots$), when $i \leq N + 1$

$$\frac{2^{i-1}}{i!} < 2^{i-1}(\frac{2}{e})^{i-1} = \frac{1}{N+1} \left(\frac{2e}{N+1}\right)^{i-1} = \frac{1}{2e} \left(\frac{2e}{N+1}\right)^{N+1} \left(\frac{2e}{N+1}\right)^{(N+1)-i}$$

Thus, the remainder term $R_N$ can be bounded

$$R_N < \frac{1}{2e} \left(\frac{2e}{N+1}\right)^{N+1} \sum_{i=N+1}^{\infty} \left(\frac{2e}{N+1}\right)^{i-(N+1)}$$

$$= \frac{1}{2e} \left(\frac{2e}{N+1}\right)^{N+1} \sum_{i=0}^{\infty} \left(\frac{2e}{N+1}\right)^{i}$$

when $N \leq 4$, $\frac{2e}{N+1} < 1$. Hence, we have the upper bound of the remainder term $R_N$, $R_N < \frac{1}{2e} \left(\frac{2e}{N+1}\right)^{N+1} \frac{1}{1 - \frac{2e}{N+1}}$. Let $N = 12$, we have

$$R_{12} = \frac{1}{2e} \left(\frac{2e}{13}\right)^{12} \frac{1}{1 - \frac{13}{15}} \leq \frac{13}{15.126e} \left(\frac{2e}{13}\right)^{13} < 10^{-5}$$  \hspace{1cm} (6)

Since we know $\sum_{i=1}^{5} \frac{2^{i-1}}{i!} < 3.1953$ and $R_{12} < 10^{-5}$, the series $\sum_{i=1}^{\infty} \frac{2^{i-1}}{i!} < 3.195$. Therefore, the expectation of the total distance $\sum_{i=1}^{\infty} \frac{2^{i-1}}{i!} < 3.195$ as well.

To sum up, although the worst-case competitive ratio of Greedy is exponential, the worst matching cost appears with an extremely low probability, $\frac{1}{13}$. In particular, for the “bad” example, we prove that the competitive ratio of Greedy under the random order model is 3.195. In other words, the average performance of Greedy is quite good in the “bad” example, which also motivates us to guess that the competitive ratio of Greedy on the OMBM problem under the random order model is a constant.

5. EXPERIMENTAL STUDY

In this section, we study the performance of four representative algorithms for the OMBM problem in practice. Particularly, we aim to provide uniform implementations for the algorithms and compare the real-world performance of the algorithms in a comprehensive way. Also, as the extensive experiment results indicate, we verify that the average performance of Greedy is not bad and it is very likely to have constant competitive ratio under the random order model.

### 5.1 Experiment Setup

**Datasets.** We first introduce the real and synthetic datasets as follows.

**Real Dataset.** We use the taxi-calling data on the ShenZhou real-time taxi-calling platform [3] in four weeks in May 2015 in Beijing as the real dataset. Particularly, there were on average 15082 taxi-calling requests, which corresponds to a set of users, and 1263 private taxis, which corresponds to a set of service providers, each day. Notice that once a taxi was assigned to a task, both the taxi and the task would disappear from the platform and thus when the taxi finished its task and re-appeared on the platform, it can be taken as a new taxi instance/worker. Since each taxi serviced 10-15 tasks each day, there were on average 15364 workers each day in the dataset, which indicates that there were more workers than tasks. In Figure 5, we plot the average number of taxi-calling tasks in each five-minute time interval in a day. It shows that the tasks appear dynamically, and the numbers of tasks are particularly large in rushing hours around 8AM, 12PM, 6PM, and 10PM, respectively, indicating that it is necessary to apply online assignment algorithms in order to respond to the task requests in real-time. In addition, we randomly choose one day’s data and present the location distribution of the task requests (users) and taxi instance/worker (service providers) in Figure 6. We observe that most tasks (blue markers) and workers (yellow markers) appeared in the central area of Beijing and only a small part of them appeared in the suburban district.

**Synthetic Datasets.** We generate 5000 users and 5000 service providers on a $200 \times 200$ 2D grid, and randomly generate the locations of users and service providers following the commonly used Uniform and Normal distributions [13], and also Power Law and Exponential distributions. The similar approach of randomly generating test instances was used in previous artificial intelligence research [33]. Notice that Power Law and Exponential distributions are used since recent studies [21, 15] show that the movement of people and taxis usually follow these two distributions in cities. The statistics and configuration of synthetic data are illustrated in TABLE 3, where we mark our default settings in bold font. Notice that for the scalability test, we generate users and service providers on a $500 \times 500$ 2D grid so that the 100K users and service providers will not overlap too much in location.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu\text{UB}$ (Mean of locations of service providers following normal distribution)</td>
<td>50, 75, 100, 125, 150</td>
</tr>
<tr>
<td>$\sigma\text{UB}$ (Variance of locations of service providers following normal distribution)</td>
<td>5, 10, 15, 20, 25</td>
</tr>
<tr>
<td>$\mu\text{WP}$ (Shape of locations of service providers following power-law distribution)</td>
<td>2, 2.5, 3, 3.5, 4</td>
</tr>
<tr>
<td>$\lambda\text{WP}$ (Scale of locations of service providers following exponential distribution)</td>
<td>0.5, 0.75, 1, 1.25, 1.5</td>
</tr>
<tr>
<td>Scalability</td>
<td>$</td>
</tr>
</tbody>
</table>

**Figure 5:** Average number of tasks of taxi-calling per day
Compared Algorithms and Experiment Environments. We study the performance of the algorithms in 2D space. Particularly, we compare the state-of-the-art online algorithms in 2D space, Greedy, Permutation, HST-Greedy and HST-Reassignment. We study the effect of varying parameters on the performance of the algorithms in terms of total distance, running time and memory cost. In particular, since the Permutation algorithm is very inefficient, we separately compare Permutation and Greedy in a small synthetic dataset. In each experiment, we repeatedly test 1000 different online arrival orders of users and report the average results. The algorithms are implemented in Visual C++ 2010, and the experiments were performed on a machine with Intel(R) Core(TM) i5 2.40GHz CPU and 4GB main memory.

5.2 Experiment Results

Effect of Locations of users following Normal distribution. Figure 7 shows the results when the locations of users follow Normal distribution and the locations of service providers follow three different distributions, respectively.

For total distance results, we can observe that Greedy is always better than HST-Greedy and HST-Reassignment and is nearly as good as the offline optimal algorithm. Particularly, Greedy is almost 2 times better than HST-Greedy and HST-Reassignment when the locations of service providers also follow the Normal distribution (Figures 7a and 7b), where the users and service providers are more concentrated and overlap more in locations. Notice that though the users and service providers are less concentrated as the standard deviation becomes larger (Figure 7b), Greedy is still much better. HST-Greedy is the runner-up. Also, the total distance of all the algorithms increases as $\sigma^W$ increases in overall, which is because the average distance between a user and a service provider becomes larger as the locations of the service providers become less concentrated. However, the gap between the algorithms becomes narrower when the locations of service providers follow the Power Law and Exponential distributions (Figures 7c and 7d). The reason is that users and service providers have very small overlap in locations and a user is relatively far away from a service provider in these two cases, and thus the total distance generated by an arbitrary algorithm is mainly dominated by the distance between the set of users and the set of service providers.

The results of time and memory consumptions are presented in the last two rows in Figure 7. We can observe that Greedy is always more efficient in both time and space than the other two online algorithms since it only takes $O(|W|)$ time to process each user and does not need any extra space for storage of HST as the other two do. Since HST-Reassignment takes $O(|W|^2)$ time to process each user, it is the least inefficient algorithm among the three. Greedy, Permutation, HST-Greedy and HST-Reassignment. We study the scalability of the algorithms in the first three columns of Figure 11, where the size of $TW$ is varied and the locations of users and service providers are generated following three different distributions, respectively. Notice that in our experiments, we terminate an algorithm if its running time is over 1200 seconds.

Effect of Locations of users following Exponential distribution. Figure 8 shows the results when the locations of users follow Exponential distribution and the locations of service providers follow three different distributions, respectively.

For total distance results, we can observe that Greedy performs the best while HST-Greedy is better than HST-Reassignment for most of the time and Greedy is again nearly as good as the offline optimal algorithm. We can observe that all the algorithms have similar performance when the locations of service providers follow Normal distribution (Figures 8a and 8b). The reason is similar to that of Figure 7c and 7d where the set of users and the set of service providers do not overlap too much and are far away from each other and thus the total distance generated by an arbitrary algorithm is mainly dominated by the distance between the two sets. However, when users and service providers are mixed and overlapped in a concentrated area, i.e. locations of both sets follow similar distributions, Greedy performs much better than the two HST-based online algorithms (Figure 8c and 8d). Since in real applications, users and service providers usually overlap in locations and cannot be separated into two disjoint sets, the results indicate that Greedy can outperform other online algorithms. As for time and memory results, which are shown in the last two rows in Figure 8, we can again observe that Greedy is the most efficient in both time and space while HST-Reassignment is the most inefficient.

Effect of Locations of users following Uniform distribution. The total distance results when the locations of users follow Uniform distribution and the locations of service providers follow three different distributions, respectively, are presented in Figure 9. Since the time and space results are similar to the results in Figures 7 and 8, we omit them here for brevity.

We can again observe that Greedy performs the best in overall. Particularly, when the locations of service providers follow Normal distribution and we vary the mean of the distribution (Figure 9a), we can observe that the total distance of all the algorithms is quite low when the mean is at the center of the grid, i.e. point (100, 100), but is much larger when the mean is far away from the center of the grid. The reason is that the average distance between a user and a service provider becomes lower when the mean of Normal distribution is at the center of the grid and thus the service providers are concentrated around the center as the users are uniformly distributed across the grid. And when the mean of the Normal distribution is far away from the center of the grid, users are more far away from the service providers on average and thus the total distance is large. When the standard deviation of Normal distribution increases, the total distance decreases for all the algorithms (Figure 9b) because the locations of service providers are less concentrated.

Effect of Locations of users following Power-law distribution. Figure 10 shows the results when the locations of users follow Power-law distribution and the locations of service providers follow three different distributions, respectively. Again, we omit the time and space results as they are similar to previous results.

Again, we can see that Greedy generates lower total distance than the other two online algorithms in general. Also, similar to the previous results, all the algorithms have similar performance when the locations of users and service providers are distributed differently as Figures 10a and 10b show. However, the advantage of Greedy is more obvious when the locations of users and service providers are overlapped as Figures 10c and 10d show.

Scalability. We study the scalability of the algorithms in the first three columns of Figure 11, where the size of $TW$ is varied and the locations of users and service providers are generated following three different distributions, respectively.
1800 seconds, and thus the results of the offline optimal algorithm are only available when $|T|(|W|) = 10K$ and 20K. For total distance, we can observe that Greedy is again the best among all the online algorithms and is quite close to the offline optimal results when $|T|(|W|) = 10K$ and 20K. As for running time, we can see that Greedy is the most efficient and HST-Greedy is nearly as good as Greedy as both algorithms take $O(|W|)$ time to process each new-coming user. However, HST-Reassignment is highly inefficient due to is $O(|W|^2)$ time complexity. As for memory consumption, Greedy is again the most efficient since no extra storage for the HST structure is needed. In overall, we can see that Greedy is much more efficient and scalable in both time and space than the other state-of-art online algorithms.

**Comparisons with Permutation.** The results of the comparison with Permutation on a smaller dataset are presented in Table 4. We also show the results of the other algorithms. For total distance, we can observe that Permutation is always worse than Greedy but is better than the other two online algorithms. However, according to the competitive analysis under the adversarial model, the ranking of the algorithms in descending order of their competitive ratios is that Greedy $\gg$ Permutation $>$ HST-Greedy $>$ HST-Reassignment. It indicates that the competitive ratio under the adversarial model can no way reflect the real performance of an algorithm in practice. As for running time, Permutation is highly inefficient as it took hundreds of seconds to return an assignment while all the other algorithms return results in less than a second. Permutation is also less efficient in space than the other algorithms.

**Real dataset.** The results on real dataset are presented in the last column of Figure 11. For total distance, we can again similar results that Greedy performs better than the other two online algorithms and is only slightly worse than the offline optimal algorithm. Particularly, Greedy is almost 2 times better than the other two online algorithms. Also, an interesting observation is that the total distances generated by all the algorithms are quite large around 12-18PM, and are lowest around 0-6AM, conforming to the statistics of the dataset that there are more taxi-calling tasks from 12-18PM.

![Figure 7: Results that the locations of service providers in $W$ follow Normal, Power-law, and Exponential distributions while the locations of users in $T$ follow Normal distribution.](image)

| Table 4: Comparison of Permutation, Greedy, HST-Greedy and OPT |
|-------------------------|-------------------------|-------------------------|-------------------------|
|                         | T (Normal) | T (Uniform) | T (Exp.) |
|                         | W (Normal) | W (Uniform) | W (Power) |
| OPT                     | 2066.38    | 6222.60     | 903.84    |
| Greedy                  | 3144.86    | 9607.34     | 936.51    |
| Permutation             | 3846.52    | 13104.90    | 1041.31   |
| HST-Greedy              | 3161.48    | 13588.51    | 1118.43   |
| HST-Reassignment        | 7906.96    | 21120.00    | 1215.39   |
|                         | T (Normal) | T (Uniform) | T (Exp.) |
|                         | W (Normal) | W (Uniform) | W (Power) |
| OPT                     | 2066.38    | 6222.60     | 903.84    |
| Greedy                  | 3144.86    | 9607.34     | 936.51    |
| Permutation             | 3846.52    | 13104.90    | 1041.31   |
| HST-Greedy              | 3161.48    | 13588.51    | 1118.43   |
| HST-Reassignment        | 7906.96    | 21120.00    | 1215.39   |
|                         | T (Normal) | T (Uniform) | T (Exp.) |
|                         | W (Normal) | W (Uniform) | W (Power) |
| OPT                     | 2066.38    | 6222.60     | 903.84    |
| Greedy                  | 3144.86    | 9607.34     | 936.51    |
| Permutation             | 3846.52    | 13104.90    | 1041.31   |
| HST-Greedy              | 3161.48    | 13588.51    | 1118.43   |
| HST-Reassignment        | 7906.96    | 21120.00    | 1215.39   |
than from 0-6AM. As for running time and memory results, we can see that Greedy is still the most efficient in both time and space, and HST-Reassignment is the most inefficient.

5.3 Summary
- Greedy generates total distance that is at most two times of offline optimal algorithm in all the experiments on real data and all different distributions of synthetic data. Therefore, we propose the hypothesis that Greedy has constant competitive ratio under the random order model when locations of users and service providers follow any combination of the Uniform, Normal, Power-law and Exponential distributions. We further hypothesize that Greedy has constant competitive ratio under the random order model in general.
- According to the competitive analysis of the algorithms under the adversarial model, the ranking of the algorithms in descending order of their competitive ratios is that Greedy \( \gg \) Permutation \( \gg \) HST-Greedy \( \gg \) HST-Reassignment. However, the extensive experiments show that Greedy is the best in practice while HST-Reassignment is the worst. It indicates that the competitive ratio of an algorithm under the adversarial model cannot reflect the real performance of the algorithm in practice, and we should not only focus on improving the worst-case performance of an online algorithm.
- Greedy performs the best. Particularly, Greedy is sometimes at least two times better than the other online algorithms when the size of data is smaller, and is even several times
better when the size of data scales as the scalability test indicates.

- Greedy is more efficient in time than other the online algorithms and consumes least space among all the online algorithms, and HST-Greedy is slightly inefficient than Greedy in terms of running time.

6. CONCLUSION AND OPEN QUESTION

In this paper, we conduct a comprehensive experimental study for the online minimum bipartite matching in real time spatial data (OMBM) problem through evaluating four representative online algorithms, i.e., Greedy, Permutation, HST-Greedy, and HST-Reassignment, on five real and synthetic datasets with different characteristics. We provide efficient and uniform implementations of four existing representative algorithms, and obtain the following three experimental findings and propose an open question.

First, our most important experimental finding is that both the efficiency and the effectiveness of Greedy significantly outperforms the other algorithms in almost all practical cases though Greedy has been always considered as the worst algorithm in past 25 years due to its exponential competitive ratio under the adversarial model (the worst-case analysis). In particular, the worst case in the adversarial model of Greedy has constant competitive ratio, 3.195, in the random order model (the average-case analysis). In summary, we try to clarify the 25-year misunderstanding towards Greedy for the OMBM problem through the experimental study.

Second, existing studies for the OMBM problem believe that online algorithms with smaller competitive ratio have the better per-
formance. Then according to the ascending order of the competitive ratios of the algorithms compared under the adversarial model, we have HST-Reassignment \( \prec \) HST-Greedy \( \prec \) Permutation \( \ll \) Greedy. However, the extensive experiments show that the ranking of these algorithms in terms of effectiveness is quite different in practice - Greedy performs the best. It indicates that the competitive analysis under the adversarial model cannot reflect the real performance of an online algorithm in practice. Therefore, it suggests that we should not only focus on improving the worst-case performance of an online algorithm but should pay more attention to its average-case performance.

Third, HST-Greedy is the runner-up. Particularly, since HST-Greedy relies on the HST structure, which introduces extra projection errors, HST-Greedy performs worse than Greedy in overall. However, as HST-Greedy adopts the greedy strategy, it is still much more effective than HST-Reassignment though HST-Reassignment has better competitive ratio under the adversarial model in theory.

Finally, though we still cannot prove that the competitive ratio of Greedy in the average-case analysis is a constant, the aforementioned extensive random experiment results motivate us to propose the following hypothesis as a open question: the average-case competitive ratio under the random order model of Greedy for the OMBM problem should be constant, which can provide a theoretical explanation for the outstanding performance of Greedy in practice if the hypothesis holds.
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