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Abstract

An adaptive wavelet transform algorithm for scal-
able image coding is proposed in this paper. A quadtree
segmentation scheme based on an eniropy criterion
s proposed to segment the image into several regions
to allow for adaptive filtering using different types of
prototype wavelet filters. A joint bit allocation and
coding method is presented to efficiently code the seg-
mented image in an embedding fashion. Ezperimental
results show that the proposed scheme generally pro-
vides higher peak signal-to-noise ratios (PSNRs) at
higher bit rates, and significantly better visual qual-
ity at lower bit rates, compared to fived-filter wavelet
transform based coding schemes.

1 Introduction

Discrete wavelet transform is a popular transform
which has the nice features of space-frequency lo-
calizations and multiresolution representation. The
characteristics of images differ from image to image,
and sometimes even from one region of the image to
another one. Therefore an adaptive transform fine-
tuned to image characteristics is more effective than
a fixed transform. Arbitrary subband decomposition
trees have been introduced in [1] as wavelet packets
(WP’s) to deal with classes of signals with diverse or
unknown time-frequency characteristics. To further
characterize the space-varying characteristics, the spa-
tially adaptive WP’s were introduced in [2, 3] by per-
forming a spatial segmentation and adapting the WP
frequency decompostion to each spatial segment.

However, just as a fixed nonadaptive WP’s may not
characterize well the local space-varying characteris-
tics of an image, a spatially adaptive WP with a single
prototype wavelet filter is often not good enough to
fully characterize the local space-varying characteris-
tics of an image. Wavelet transform and WP’s provide
an elegant framework in which both “anomalies” and
“trends” can be analyzed [4]. However, using a single
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wavelet prototype filter, the optimality of the trade-
offs between the quality of “trends” and “anomalies”
usually can not be achieved. For example, to achieve a
better compression for a fixed distortion, a filter with
long length tends to be used. However, at very low
bit rates, the coder tends to allocate too many bits
to the “trends”, and have few bits left over to repre-
sent “anomalies”. As a result, severe ringing artifact
is usually observed around sharp edges.

In this work, we address the issue of spatially vary-
ing wavelet transform for image compression. We fo-
cus on joint spatial segmentation and selection of dif-
ferent prototype wavelet filters for different segments.
Note that this is different from the spatially adaptive
WP’s in [2, 3, 5] where the prototype wavelet filter is
fixed but the WP decomposition varies from region to
region. In general, the adaptive WP’s help increase
the coding efficiency of the texture area. However,
with a single preselected prototype wavelet filter, it
usually does not help to improve the quality of the
“anomalies” — the sharp edges. Therefore the ring-
ing artifact will not be reduced. Using filters tailored
to the local characteristics of image regions, the sub-
jective quality and often the objective quality of both
the “trends” and the “anomalies” can be improved. In
this paper, a quadtree segmentation scheme based on
an entropy criterion to segment an image into different
regions for different wavelet filterings is proposed. A
Jjoint embedded coding method for images with multi-
ple (potentially arbitrarily shaped) segments is devel-
oped to facilitate bit allocation among different seg-
ments and to allow scalability functionality. Experi-
mental results show that the proposed scheme gener-
ally provides higher PSNRs at high bit rates, and no-
ticeably better visual quality at lower bit rates, com-
pared to non-adaptive wavelet transform based coding
schemes.

This paper is organized as follows. Section 2 pro-



poses a quadtree-based segmentation scheme for joint
spatial segmentation and selection of different wavelet
filters for different segments. A joint embedded bit
allocation and coding method is described in Section
3 to code the segmented images. Experimental results
are presented in Section 4. Section 5 draws the con-
clusion.

2 Joint Spatial Segmentation
Adaptive Wavelet Transforms
Our objective is to segment the image into differ-
ent regions, and then perform wavelet transform using
different types of prototype filter for different regions.
Given a small set of candidate wavelet filters, our ap-
proach is to jointly optimize the spatial segmentation
and the matching of prototype filters to different seg-
ments. After adaptive transformation, a joint embed-
ded bit allocation and coding method is proposed to
actually code the transform coefficients. The overall
diagram of the proposed coding system is shown in
Fig. 1.

In general, for compression applications, the spatial
segmentation is rate-sensitive. Therefore, the charac-
teristics of the candidate prototype wavelet filters, and
the rate-distortion (R-D) performance of the coder,
play important roles in the development of the opti-
mal spatial segmentation. Several works have been
developed to optimize the R-D performance of im-
age coders, using the Lagrangian optimization method
[2, 3, 5, 6]. The computational cost, however, is usu-
ally very high, thus hindering the practical implemen-
tation. Liet. al. [7] proposed a fast WP decom-
position scheme which efficiently determines the best
WP transform in the R-D sense. With some empirical
R-D model, it was shown [7] that the constant R-D
slope criterion for optimal bit allocation is equivalent
to the constant distortion criterion. In fact, as is well
known, this constant distortion criterion is always true
for high rate coding.

For simplicity, we use the quadtree structure for
spatial segmentation. The tree is first grown to a pre-
determined depth. Then each leaf segment is wavelet
decomposed to a preset depth using all the prototype
filters from the candidate set, and uniformly quantized
with a fized quantizer step size which depends on the
target bit rate or average distortion of the whole im-
age. Note that this fixed quantizer step size strategy
complies with the constant distortion criterion men-
tioned above for optimal bit allocation among differ-
ent segments. After that, the first order entropy of the
quantized coefficients is calculated for each potential
wavelet prototype filter. The filter type which results
in the minimal entropy is picked and assigned to this
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leaf segment. After all leaf segments have been as-
signed a filter type, the tree is merged from bottom
up in a recursive way such that if all the children of a
parent node are assigned the same type of filter, the
children will be merged and the same type of filter
will be assigned to the parent node. Note that, typ-
ically, segments assigned the same type of filter tend
to cluster together.

It should be noted that we do not perform the selec-
tion of the best type of filter based on wavelet trans-
form of the intermediate node. This is because if the
children of the parent node differ from each other in
the selection of the filter type, then the entropy of
the parent node with any single type of filter is ex-
pected to be higher than the average entropy of the
children with their best associated filters. Note that
the scenario here is different from those in [3, 5] in that
the depth of the wavelet decomposition in our work is
fixed regardless of the depth of the node in the spa-
tial quadtree. In [3, 5], the spatial quadtree and the
WP tree are combined into a single tree, and the re-
striction that the combined tree should be balanced is
imposed. With this restriction, a parent node in the
spatial quadtree has one more layer of WP decomposi-
tion than their children nodes. This sacrifice of an iter-
ation of WP decomposition for a spatial segmentation
will most probably result in loss of coding efficiency.
In our work, the spatial quadtree structure does not
play a significant role in the R-D optimization process.
It only facilitates the coding of the segmentation map
by merging leaf segments with the same type of filter
into a larger segment. This merging helps to reduce
the number of boundaries in the segmentation map,
thus reducing the potential boundary artifact which
may occur at low bit rates.

In principal, the segmentation result will depend
on the final target bit rate. Using different segmen-
tation maps for different intermediate rates makes it
extremely difficult, if not impossible, to generate a
(preferably continuously) scalable bit stream. From a
perceptual point of view, the map generated at higher
target bit rate is preferred because it more accurately
reflects the characteristics of each region. Note that
at lower bit rates, the decoded image may have been
visually distorted, thus the entropy may not reflect
the visual quality correctly. Using a segmentation map
generated at low target bit rate may lead to a recon-
structed image with severe visual artifacts at low bit
rates, though the quantitative measure such as PSNR
may be higher. With the considerations of perceptual
quality and desirable scalability functionality, we will
use a single segmentation map generated at a higher



bit rate for adaptive wavelet transform.

3 Joint Embedded Bit Allocation and
Coding

Once the image has been segmented into differ-
ent regions, each region is wavelet transformed us-
ing the associated best prototype filter. Note that in
our system, the wavelet decomposition level for each
segment is set to the same value. Arbitrary shape
wavelet transform (ASWT) [8] is used, considering the
irregularity (non-rectangular shape) of each region.
Then the resulting coefficients from different regions
are coded jointly using the R-D optimized embed-
ded coding scheme (RDE) [9]. The RDE uses context
adaptive arithmetic code and R-D optimized embed-
ding where the available coding bits are first assigned
to coefficients with the steepest rate-distortion slope.
To synchronize the decoder with the encoder, the ac-
tual optimization is performed with the predicied R-D
slope which can be calculated on the decode side. For
more details about the RDE, the reader is referred to
[9].

After the transformation, a rectangular compound
wavelet coefficient image which has exactly the same
size as the original image is generated by gathering the
wavelet coefficients of different regions together. Es-
sentially, the compound wavelet image appears to have
exactly the same structure (scale, subbands, etc.) as
a wavelet image generated using a single rectangular
wavelet transform. This is made possible by the way
the coefficients are organized in the arbitrary shape
wavelet transform. In this work, we solve the bit allo-
cation problem simply yet effectively by jointly coding
the compound wavelet coefficient image in a way as if
it were generated by performing a single wavelet trans-
form on the entire original image. The RDE is used in
our work, although in principle, any traditional cod-
ing method for wavelet transform coding can be used.
This joint embedded coding approach has the nice fea-
ture that data coming from different regions of an im-
age are treated as if they were coming from the same
source, so bit allocation among different regions is re-
alized implicitly. With the joint embedded bit alloca-
tion and coding, the resulting bit stream is generated
in the order of importance, and the bits from different
segments are multiplexed together in that order. In
fact, with some small details being taken care of at
the encoder, the system can also output separate bit
stream for each segment, hence allowing object-based
bit stream scalability.
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4 Experimental Results and Discus-
sions

In our experiments, the candidate set of prototype
wavelet filters consists of three filters: the haar filter,
the 9-3 tap, and the 9-7 tap Daubechies biorthogonal
filters [10]. Although the 9-7 and 9-3 tap filters are
biorthogonal, they are close to orthogonal so that the
error introduced in the wavelet domain is close to the
error in the space domain. The haar filter is the only
symmetric, orthogonal filter, and is a good choice for
text, graphics regions. The 9-7 tap filter is the most
popular filter used for coding of natural images in the
literature, and has generally produced very good R-D
performance. The 9-3 tap filter, with shorter length
than 9-7 tap filter, is expected to have less ringing
artifact around sharp edges at low bit rates. A five
level wavelet decomposition with symmetric boundary
extension is used in our experiments.

For all the black and white test images, the seg-
mentation map is generated at a target bit rate of 4
bits per pixel (bpp). This map is then used for the
adaptive wavelet transform, and accounts for all pre-
sented coding results at other bit rates. The depth
of the initial spatial quadtree is adapted to the size
of the test image in a way such that the shorter size
of the leaf block is between 32 and 64. The overhead
for coding the segmentation map is typically negligi-
ble. For example, for the 512 x 768 compound image
“cmpnd1” which consists of both text and natural im-
age, the overhead is 14 bytes, corresponding to 0.1 %
overhead at 0.25 bpp. To reduce the potential segment
boundary effect at lower bit rates, a slightly modified
version of the simple deblocking algorithm presented
in [11] is applied to the region boundaries. Fig. 2
shows an example of the segmentation maps.

The R-D performance of the proposed scheme is
summarized in Table 1. Note that the same RDE cod-
ing scheme is used for all different schemes. It is seen
that, among non-adaptive schemes, none of the filters
will always give the best performance. In fact, similar
behaviors have been previously observed in [12]. For
relatively higher bit rates, PSNR improvements (up
to 2 dB) of the adaptive scheme over the best non-
adaptive transform are observed for “cmpndl”, and
“target” which consists of some graphics and charts.
At lower bit rates, PSNR is not necessarily improved
(with the exception of “cmpnd1”). This is reasonable,
because the segmentation map is derived at a high bit
rate and used for all rates. For “container”, the PSNR
of the proposed scheme is a little bit lower than the
best non-adaptive transform even at the bit rate of
2 bpp. This is probably because the segmentation is



based on the first order entropy, rather than the actual
coding bit rate by RDE. Nevertheless, for all three test
images, the visual quality is significantly improved by
the proposed scheme, especially at medium and lower
bit rate. Fig. 3 shows the decoded images of “con-
tainer” using the adaptive scheme and 9-7 tap filter.
It is seen that the adaptive transform scheme signifi-
cantly reduces the ringing artifacts around sharp edges
such as the pole and the edge near the right boundary.
For “cmpnd1”, the adaptive scheme eliminates almost
all the ringing artifacts in the text region which oth-
erwise will be presented in the decoded images using
fixed transforms such as 9-7 tap or 9-3 tap filters; it
also avoids the blocky effects presented in the natural
image region if a fixed transform with haar filter is
used.

The proposed adaptive scheme has essentially the
same complexity at the decoder as a non-adaptive
scheme. At the encoder, the extra complexity mainly
lies in the wavelet transformations (3 times in our im-
plementation) computed for each filter in the candi-
date set in the segmentation stage. The complex-
ity incurred for segmentation, however, is much less
than the iterative procedure adopted in [2, 3, 5, 6].
The proposed scheme is particularly useful for images
exhibiting space-varying characteristics such as com-
pound images and images having both smooth regions
and very sharp edges. The selection of the set of candi-
date filters in our implementation is somewhat heuris-
tic. The issue of how to select the best set of candi-
date filters remains open and warrants further inves-
tigation. One potential approach which is currently
under investigation is to try to characterize (possibly
through training) image regions using some models.
Then, given a set of parameters characterizing the im-
age source, a set of wavelet filters which result in best
coding gain can be identified. In this way, by looking
at the model which best characterizes the underlying
image region, it may be possible to determine which
wavelet filter is a good candidate for that particular
region. This approach thus may potentially avoid the
need to do transformation using all candidate filters
in order to find the best filter for a specific region.

5 Conclusions

An adaptive wavelet transform algorithm with spa-~
tially varying filters for scalable image coding is pro-
posed in this paper. A quadtree segmentation scheme
based on an entropy criterion is proposed to segment
the image into several regions where different types
of prototype wavelet filters will be used for different
regions. A joint embedded bit allocation and coding
method is then used to code the images in a scalable
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fashion. It is shown that with the spatially adaptive
algorithm, PSNR performance has been improved (by
up to about 2 dB) over the best nonadaptive scheme,
and the resulting reconstructed images generally have
significantly better visual quality at lower bit rates.
This scheme is particularly useful for images exhibit-
ing space-varying characteristics such as compound
images and images having both smooth regions and
very sharp edges.
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PSNR (dB) filter bit rate (bpp)
0.125 0.25 0.5 0.75 1 2
cmpndl haar 22.37 | 2835 | 38.90 | 45.56 | 50.82 | 90.46
(512 x 768) 9-3 tap 21.77 | 2650 | 31.98 [ 3492 | 36.31 | 37.28
9-7 tap 22.46 | 26.69 | 32.04 | 35.07 | 36.58 | 38.14
adaptive [ 2399 | 30.26 | 40.11 | 46.73 | 51.80 | 89.76
target haar 19.31 | 23.15 | 30.55 | 36.54 | 41.45 | 55.12
(512 x 512) 9-3 tap 21.56 | 26.16 | 32.16 | 37.23 | 41.12 | 48.26
9-7 tap 2211 | 2654 | 33.54 | 37.89 | 42.26 | 49.15
adaptive | 22.04 | 26.80 | 34.14 | 39.38 | 44.78 | 63.30
contalner haar 25.21 28.11 31.73 | 34.23 36.31 42.33
(352 x 288) 9-3 tap 25.49 | 2838 | 32.05 | 34.74 | 36.86 | 43.44
9-7 tap 25.84 28.56 32.16 34.88 37.11 43.59
adaptive 25.46 28.41 32.13 34.88 37.00 43.49

Table 1: Comparison of the R-D performance of the adaptive and nonadaptive wavelet transforms

Figure 2: Top: original “container”; Bottom: segmen- Figure 3: Decoded images at 0.25 bpp. Top: 9-7 tap;
tation map: gray for 9-7 tap, and black for 9-3 tap Bottom: adaptive filtering
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