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In image based rendering (IBR), a 3D scene is recorded through a set of photos which
is then rendered to form novel views. Compression is essential to reduce the huge data
amount of IBR. In this paper, we examine three categories of IBR compression algo-
rithms: the block coder, the reference coder and the wavelet coder. We examine both
the compression efficiency and the capability to render the compressed IBR bitstream
in real-time. It is observed that the block coder consumes the least computation re-
source, however, its compression ratio is low. The reference coder achieves good com-
pression ratio with reasonable computation complexity. The wavelet coder achieves the
best compression ratio.

Keywords: Image Based Rendering (IBR); Compression; Block Coding; Reference Cod-
ing; Wavelet

1. Introduction

Image-based rendering (IBR) has attracted much attention recently in realistic
scene/object representation. A major thread of IBR work has been based on the
Plenoptic function proposed by Adelson and Bergen,! in which a 3D dynamic scene
is modeled using 7D plenoptic function or by recording the light rays at every space
location towards every possible direction over any range of wavelengths and at any
time. By ignoring time and wavelength and discretizing the data set, McMillan
and Bishop? defined plenoptic modeling as generating a continuous 5D plenoptic
function from a set of discrete samples. The proposals of Lumigraph? and Lightfield*
made IBR more popular as they provided a clever 4D parameterization of the
plenoptic scene under the constraint that the object or the viewer is within some
3D bounding boxes. Even though most IBR scenes are synthetic, it is possible
to capture Lumigraph/Lightfield of a realistic scene/object. There are technical
challenges, e.g., careful motion control of the camera array so that the pictures can
be taken from regular grids parallel to the image plane. Shum and He® proposed
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concentric mosaics, a 3D plenoptic function restricting viewer movement inside a
planar circle and looking outside. A concentric mosaic scene can be captured very
easily by rotating a single camera at the end of a round-swinging beam with the
camera pointing outward and shooting images as the beam rotates. In either the
Lumigraph/Lightfield /concentric mosaics, the 3D object/scene is recorded by a set
of photos. New view is rendered by splitting the rendered view into a set of rays
where each ray is reconstructed through data in the photo set.

The IBR is an attractive tool for quick modeling and rendering of a complex 3D
object/environment without recovering the object geometry. However, huge data
set is involved in IBR. As an example, the Lumigraph scene Fruit (shown in Fig. 1)
consists of a 32 x 32 array of images with resolution 256 x 256. The total raw data
amount is 196 MB. The concentric mosaic scene Lobby (shown in Fig. 2) consists
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Fig. 1. The running scene of the multiple reference frame (MRF) Lumigraph render.'* The scene
is Fruit, compressed at 296:1.
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Fig. 2. The running scene of the reference block coder (RBC) concentric mosaic render.'® The
scene is Lobby, compressed at ratio 100:1.



January 10, 2001 13:47 WSPC/164-1JIG 00005

On The Compression of Image Based Rendering Scene 3

of 1350 images with resolution 320 x 240. The total raw data amount is 297 MB.
The data amount can be even larger if the IBR scene is of higher resolution.

The importance of compression has been realized from the birth of IBR. Since
IBR consists of a set of photos, it is natural to apply existing still image/video
compression technologies to IBR. However, IBR scene bears unique characteristics
which leads to new challenges in compression. On the one hand, IBR is a 1D (for
concentric mosaics) or 2D (for Lumigraph/Lightfield) image array with regular
camera motion between images. There is better cross-frame correlation in IBR
than in video sequences. On the other hand, the distortion tolerance of IBR is small
because each view of the IBR is static and the human visual system (HVS) is much
more sensitive to static distortions than time-variant distortions. Since a rendered
view of IBR is formed by a combination of image rays, certain HVS properties
such as spatial and temporal masking may not be used in IBR compression because
neighboring pixel in IBR dataset may not be rendered as neighboring pixel in the
final view. Most importantly, a compressed image bitstream is usually decompressed
to get back the original image, a compressed video bitstream is played frame by
frame, however, a compressed IBR bitstream should not be fully decompressed and
then rendered. In fact, the decompressed IBR data is so large that most hardware
today has difficulties to handle it. It is therefore essential to maintain the IBR data
in the compressed form and decode them only when the contents are needed to
render the current view. We call such concept the just-in-time (JIT) rendering. JIT
rendering is a key to design IBR compression and rendering algorithm.

In this paper, three categories of IBR compression algorithms, the block coder
the reference coder and the 3D wavelet coder are surveyed. The JIT rendering
for each compression systems is discussed. The paper is organized as follows. We
briefly review the data structure of Lumigraph/Lightfield and the concentric mo-
saics in Sec. 2. The compression systems are then examined in Sec. 3. Performance
comparison of representative systems is shown in Sec. 4. A conclusion is given in
Sec. 5.

2. The Image Based Rendering
2.1. The Lumigraph/Lightfield

The Lumigraph® and Lightfield* can represent a complete 3D view of the object
as long as the object can be constrained in a bounding box. It can also represent
environmental views if the user can be constrained in a bounding box. By placing
the object in its bounding box which is surrounded by another larger box, the
Lumigraph/Lightfield indexes all possible light rays with coordinate of the ray
entering and exiting one of the six parallel planes of the double bounding boxes.
The data is thus composed of six 4D functions. Let the plane of the inner box be
indexed with coordinate (u,v) and that of the outer box with coordinate (s,t).
Usually, the discretization is denser for the inner bounding box closer to the object
and sparser for the outer bounding box. We can consider the Lumigraph/Lightfield
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Fig. 3. 2D image array of Lumigraph/Lightfield.

as six two-dimensional image arrays with all the light rays coming from a fixed (s, t)
coordinate forming one image. This is equivalent to set a camera at each co-ordinate
(s,t) and taking a picture of the object with the imaging plane be the (u,v) plane.
An example of the Lumigraph/Lightfield image array is shown in Fig. 3. Note that
the neighboring Lumigraph/Lightfield images are very similar to one another. To
create a new view of the object, we just split the view into its light rays which are
then calculated by interpolating existing nearby light rays in the image arrays. The
novel view is generated by reassembling the split rays together.

2.2. The concentric mosaics

A concentric mosaic scene is captured by mounting a camera at the end of a round-
swinging beam and shooting images at regular intervals as the beam rotates.® The
resultant concentric mosaics are a sequence of shots. For a typical realistic environ-
ment with large depth variation, 900 to 1500 shots have to be captured in a circle
to render the scene properly without alias.

The concentric mosaics can render novel views of the environment without 3D
or depth information. As shown in Fig. 4, let R be the length of the round-swinging
beam, froy be half of the horizontal field of view (FOV) of the camera, a concentric
mosaic scene can render an arbitrary view with the same FOV looking at any
directions within an inner circle of radius » = Rgin0rov. Let P be a novel viewpoint
and AB be the field of view to be rendered. We split the view into multiple vertical
slits and render each slit independently. Let the slit PV be a rendered slit. We
simply search for the slit P’V in the captured dataset where P’ is the intersection
between ray PV and the camera path. It is apparent that the rays P’V and PV
look at the same direction. Therefore, what is rendered at PV can be recovered
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Fig. 4. Concentric mosaics capturing and rendering.

from that is observed in P’V.? Since there may not be an exact slit P’V in the
dataset we may bilinear interpolate the four slits closest to P’V i.e., P1Vi1, P V12,
PyVo1 and Py Vaa, to reconstruct P'V. We call such rendering mode the bilinear
interpolation mode. Alternatively, a point sampling mode may be used where the
closest slit in the photo set is used to reconstruct P’V.

3. IBR Compression Approaches

In this section, we investigate three categories of IBR compression approaches and
comment on their pros and cons.

3.1. The block coder

We first examine the block coder, a category of coders that segment the IBR dataset
into blocks (2D or 3D) and encode each block into fixed length bitstream. We
restrict each block to be encoded into fixed length so that the output bitstream can
be easily indexed. A common technology used in block coder is the spatial vector
quantization (SVQ) which was used in Ref. 4 to compress blocks of the Lightfield
and in Ref. 5 to compress blocks of the concentric mosaics. SVQ chops the IBR
photo set into small blocks either 2D blocks within frames,* or 3D blocks across
frames,® and then encodes each block with a spatial domain vector quantizer. The
operation of SVQ can be illustrated in Fig. 5. Each subblock is matched with an
entry in the lookup table and the index of the closest entry is recorded as the coding
result. At the time of the decoding, the index is used to lookup the representative
entry from the lookup table and to reconstruct the original sub-block. SVQ is simple

2In fact, ray slit PV is a vertical scaled version of P’V where the vertical scaling is necessary for
depth correction.?



January 10, 2001 13:47 WSPC/164-1JIG 00005

6 J. Li, H-Y. Shum & Y.-Q. Zhang

Fig. 5. Spatial vector quantization.

to decode and the just-in-time (JIT) accessing of SVQ compressed bitstream is easy
as SVQ index is encoded with equal length. The main weakness of the SVQ is that
the compression ratio is limited. Compression ratio of 6:1 to 23:1 is achieved in
Ref. 4 and 12:1 is achieved in Ref. 5 for reasonable quality IBR scene. In Ref. 4,
gzip is used to further compress the index array by a factor of 5:1 to 8:1. Though
achievable for the synthetic object and through low pass filtering of the photo
set, such high compression of SVQ index may not be achievable for a realistic IBR
object/scene. Moreover, the gzipped SVQ index cannot be randomly accessed. SVQ
is also time-consuming at the encoding stage.

Alternative technologies can be used to encode the IBR blocks. With a scheme
similar to JPEG, Miller et al.® encoded blocks of light field with DCT and Huffman
coding. Though achieving better compression than SVQ with simpler encoding,
the DCT and Huffman encoded block is of variable length and cannot be easily
accessed. An index table can be built to randomly index the compressed block
bitstream. However, this adds overhead. An alternative solution is to encode each
block to equal length just as SVQ. We may, for example, transform the block with
DCT and then encode the block coefficients with an embedded bitplane coder in
which the bitstream can be truncated to meet certain length constraint exactly.!?
We may also compress the block with block truncation coding (BTC) or the DXTn
technology used in DirectX.!! The embedded DCT coding, DXTn and SVQ are all
capable to compress a block to a fixed length bitstream. Among the algorithms,
the SVQ is the most complex in encoding followed by embedded DCT coding and
then DXTn. However, in term of decoding complexity, the SVQ is the simplest
and then the DXTn and embedded DCT. In term of compression performance, the
embedded DCT coding is a little better than SVQ and DXTn. Neither algorithm
achieves high compression ratio because the correlation between the blocks is not
used in the block coder.

3.2. The reference frame coder

Since the IBR scene consists of photo sets, video coders such as the MPEG-x or
H.26x can be applied. However, direct MPEG-x or H.26x compressed IBR, bitstream
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Fig. 6. Framework of the reference block coder (RBC).

is coupled tightly and has to be entirely decompressed for rendering. Besides, the
specific characteristics of IBR such as the regular camera motion between shots can
be used to further improve the compression. Kiu et al.,® Magnor and Girod,”%1°
Zhang and Li'* have adopted an MPEG like algorithm to compress the Light-
field/Lumigraph. Similar work termed the reference block coder (RBC) is proposed
in Ref. 14 to compress the concentric mosaics. A model-aided coding approach is
proposed by Magnor, Eisert and Girod,'® where five images (one polar, and four
on the equator) are independently coded, and the rest images are encoded with
model-aided prediction from the reference image.

We use the RBC as an example to explain the reference coder. The framework
of the RBC can be shown in Fig. 6. Each block marked A or P is an image frame
in the concentric mosaic. RBC classifies the photo shots in the concentric mosaics
into two categories, the anchor (A) frames and the predicted (P) frames. The A
frames are independently encoded to provide anchor of access and the P frames are
predictively encoded with reference to the two nearby A frames.

Both A and P frame are segmented into square blocks of size 16 x 16. We call it a
macroblock (MB) for its similarity with the macroblock used in JPEG and MPEG.
All MBs at the same vertical position of a shot are grouped together and form a
macroblock group (MBG) which is the smallest unit of accessing and decoding.

The MBs in A frame are independently encoded. Each MB is split into six 8 x 8
subblocks with four of which luminance subblocks and the other two chrominance
subblocks which are sub-sampled by a factor of 2 in both the horizontal and vertical
direction. The sub-blocks are transformed by a basis-8 discrete cosine transform
(DCT), quantized by an intra Q-table with a quantization scale @4, and then
entropy encoded by a run-level Huffman coder with an A frame Huffman table.
The compressed bitstreams of all MBs belong to the same A frame MBG are then
grouped together.

MBs in the P frames are predictively encoded with reference to a nearby A
frame. The P frame may refer to two nearby A frames, however, for a single MB in
the P frame, it only refers to one of the two. In fact, we restrict all MBs in a single
MBG to refer to the same A frame. This restriction reduces the amount of accessed
data when a slit in the P frame MBG is accessed. Since the concentric mosaic frames
are shot by swinging a single camera mounting on a beam, the motion between
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two concentric mosaic images is predominantly horizontal translation with little to
no vertical motions. A two-stage motion estimation including a global translation
motion and a local refinement motion is applied to calculate the motion vector
of each MB. The camera motion between shots is modeled by a global horizontal
translation motion. We do not use more complex model such as affine or perspective
model because the camera moves only in a very small interval between shots with
dominant translation motion and more complex motion model is not justified. The
dominant global horizontal translation vectors mwv; and muwvs of the P frame with
regard to the two referring A frames are calculated and recorded. The vector mw
will be used to reduce the search range and the entropy of the P frame MB motion
vector. The individual refinement motion vector of the P frame MB is restricted to
+/ — 5 pixels of the global translation vector mv with half pixel accuracy because
we know that most MBs just move along the underlying P frame. In fact, around
half of the local refinement motion, vectors of the P frame MBs are zeros. To encode
a P frame MBG, we encode the MBG against both reference A frames. The MBG
is split into a number of MBs. For each MB, its best match is searched in the two
reference A frames. Since the search is restricted, it can be performed very fast. The
prediction residue of the MB is then split into six sub-blocks with each subblock
transformed by a basis-8 DCT, quantized by scale @ p, and then run-level Huffman
coded with a P frame Huffman table. After all the MBs in the MBG are encoded,
the rate and distortion of MB codings with reference to the two nearby A frames
are compared. The one that offers a better rate-distortion trade off is selected as
the reference frame for the MBG. One bit is encoded for each MBG to identify the
reference A frame. After that, the motion vector and the prediction residue of the
MBs are grouped together and encoded.

The RBC coding scheme bears a strong resemblance to MPEG. In fact, the
MB of an A frame and the MB prediction residue of a P frame are encoded ex-
actly the same way as those in MPEG. However, RBC has a very different frame
structure, motion model, and bitstream syntax from that of MPEG. In contrast to
MPEG which is a general-purpose video codec, RBC is tuned specifically for the
compression of the concentric mosaics. Unlike MPEG where a predicted P frame
can refer to another predicted P frame, the P frame in RBC refers only to an A
frame. MPEG allows strong motion for each MB while the motion model in RBC is
predominantly global horizontal translation with only small local variation for indi-
vidual MB due to parallax. The two-level hierarchical index table is also unique for
RBC. The modifications enhance the compression performance of RBC and enables
the RBC compressed bitstream to be randomly accessed at the rendering stage.

3.3. The 3D wavelet coder

Since IBR is a static photo set, high dimensional transform especially the high
dimensional wavelet can be used to compress the data set. 3D wavelet coder has al-
ready been developed to compress the concentric mosaics.'?1%:16 4D Haar wavelet
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Fig. 7. Framework of smartly rebinned 3D wavelet coder.

with SPIHT has also been used to compress the Lightfield.!” High dimensional
wavelet is computational intensive in both encoding and decoding, however, it
achieves the best possible performance in compression. Moreover, the wavelet com-
pressed concentric mosaics can be accessed with resolution, spatial and quality
scalability, and thus very suitable for the Internet application. In the following,
we use the smartly rebinned 3D wavelet concentric mosaic coder as an example to
explain the 3D wavelet coder.'6

The framework of a smartly rebinned 3D wavelet coder can be shown in Fig. 7.
First, the mosaic image array is aligned to enhance its cross mosaic correlation.
Then, the aligned mosaics are decomposed by 3D wavelet transform. After that,
the wavelet coefficients are cut into cubes and each cube is quantized and com-
pressed independently into an embedded bitstream. Finally, a global rate-distortion
optimizer is used to assemble the bitstream.

The key of a successful 3D wavelet coder is the mosaic image alignment. Without
smart rebinning alignment, a direct 3D wavelet transform and coding approach
offers only a comparable performance to that of MPEG-2. This is due to the fact
that filtering in the temporal direction (mentioned as cross shot filtering, as there
is no time domain in the concentric mosaic) has not been very efficient and thus
the compression performance of the 3D wavelet codec suffers. We will explain the
smart rebinning process in the following. More details can be found in Ref. 16.

Since the concentric mosaics assume static scenery and the camera is slowly
swinging within a planar circle, the motion between two successive images is pre-
dominantly horizontal translation with little or no vertical motion. We can easily
calculate the horizontal translation vector between each pair of consecutive shots.
The proposed smart rebinning then aligns the mosaic images according to their
motion with two steps.
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In the first step, we maximize the correlation between neighboring shots by hor-
izontally aligning them according to the calculated displacement vector as shown in
Fig. 8. We use seven concentric mosaic image shots Fy, Fy,..., Fg as an example.
Each shaded horizontal line in Fig. 8 corresponds to one captured image. The verti-
cal direction of the image is not shown since we are concerned only with horizontal
translation. An additional virtual image Fy is drawn right after the last image Fg
to show the circular capturing activity of the camera.

In the second step, we further cut and paste (i.e., to rebin) the skewed dataset
into panoramas by pushing the skewed data volume downward in Fig. 8 and form
smartly rebinned panoramas. We illustrate this step in Fig. 9. Let the horizontal
displacement vectors between frames be xg,x1,...,2ny—1. The original shots are
divided into groups of vertical slits according to the horizontal displacement vectors
which are called stripes. As shown in Fig. 9, frames are aligned according to the
horizontal displacement vectors. The frame boundaries are shown as dashed lines
and stripes are the segments between the dashed lines. The stripe is the smallest
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Fig. 8. Horizontal shot alignment of the concentric mosaic image shots.
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Fig. 9. The smart-rebinning process.
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integral unit in the smart rebinning. Let the stripe be denoted as s, ; where n
indexes the image shot F,, that the stripe belongs to, and j indexes the stripe
within F,. The length of the first stripe sy g is j, i.e., the horizontal displacement
vector between frame F,, and Fy, ;1. The length of the jth stripe s, ; is Z(n4 j)moa ¥
correspondingly. The number of stripes is not constant for all frames; it is inversely
proportional to the horizontal displacement vector. We then downward stack the
stripes and form the rebinned panorama set. The right part of the data volume
is also warped to the left due to the circular nature of the camera shots. Let the
maximum number of stripes for all frames be S. A total of S panoramas are obtained
with equal horizontal length =g+ x1 + - - - +xy—1. The first rebinned panorama P,
is constructed by concatenating the first stripes of all frames, i.e., the bottom of the
downward-stacked data volume which is shown in Fig. 9 as the trace of the dotted
circles. In general, a smartly rebinned panorama P; consists of the ith stripes of all
frames cut and paste sequentially with the ith stripe of frame Fj at the ith slot;

P, = {S(—i)mod N,i» S(—i+1)mod N,is + + - » $(—i+N—1)mod N,i}? 1=0,1,..., S—1.

An illustration of the resultant rebinned panorama is shown in Fig. 10. As shown
in Fig. 9, the sample concentric mosaic image array has a total of seven frames with
12 slits each frame. The seven horizontal displacement vectors for the frames are
2, 3, 3, 3, 2, 3 and 3 respectively. There are at most five stripes in any frame.
As a result, the mosaic image array is rebinned into five panoramas with width
24+3+3+3+2+3+3=19. The first panorama consisted of the first stripes from
all shots. The second panorama consisted of the second stripes from all shots. To
align the first and the second panoramas in the cross panorama direction, the second
panorama is rotationally shifted so that the stripe from frame F_; is at the head.
Some portions of the stripes in panorama P4 contain no data as the corresponding
image shot do not have a full 5th stripe. The smart-rebinned panoramas are thus
not of rectangular region of support.
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Fig. 10. The smart-rebinned data volume.
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With the smart rebinning alignment, the 3D wavelet filtering becomes highly
efficient. Filtering across the panorama is efficient because it is exactly equivalent
to filtering across the image shots shown in Fig. 8 where image shots are aligned
according to their motion. The horizontal filtering is within the rebinned panorama
which is highly correlated internally because each stripe consists of successive slits
in one original shot image and the two neighbor stripes are smoothly connected
because they are from the matching stripes in neighboring concentric mosaic im-
age shots. Consequently, horizontal filtering is also efficient. Compared with direct
horizontal alignment shown in Fig. 8, the unfilled regions of the skewed dataset are
largely reduced which makes the compression much more efficient and the imple-
mentation much more convenient.

For smartly rebinned panoramas, a 3D wavelet coding algorithm that handles a
data volume with an arbitrary region of support must be used. Fortunately, there
are wavelet algorithms designed to encode arbitrary shaped objects in the liter-
ature, mostly developed in the standardization process of MPEG-4.2° We use an
arbitrary shape wavelet coder?! directly on the irregular region of support. For each
directional wavelet transform, a set of straight lines parallel to the axis intersects
the supported region and creates several segments. Each segment is then decom-
posed separately using a bi-orthogonal symmetric filter with symmetric boundary
extension into the exact number of wavelet coefficients. We then store the coef-
ficients in the wavelet domain and record the region of support for the wavelet
coefficients. The process can be recursively applied for multi-resolution decomposi-
tion and can transform the arbitrarily supported concentric mosaic volume into an
exact number of wavelet coefficients as that of the original data. For details of the
scheme, we refer the reader to Ref. 21. A block arithmetic coder with an arbitrary
region of support in the wavelet domain is then used to compress the transformed
coefficients.

Rendering of wavelet compressed concentric mosaic scene is tricky. Straightfor-
ward decompression of the entire compressed bitstream is obviously not a good
choice as it is too memory intensive and requires a long delay at the start. An alter-
native approach is to segment the concentric mosaic into spatially tiled 3D blocks
and compress each tile separately. The approach has visible blocking artifacts and
does not achieve high compression efficiency since correlation across tiles cannot
be easily exploited. A better approach termed progressive inverse wavelet synthe-
sis (PIWS) was proposed in Ref. 15. According to the current viewing point and
direction of the user, the rendering engine generates a set of slits that need to be
accessed from the concentric mosaic data set. It then figures out the position of the
accessed slits in the rebinned panorama set. After that, the PIWS engine is used
to locate the wavelet coefficients in the rebinned panorama set and perform just
enough lifting computation to recover the slits used in the current view. A special
cache is developed in PIWS to hold the wavelet coeflicient, the intermediate lifting
result and the recovered pixel all in one memory place, with a state indicating the
current progress of the lifting. For more details, we refer to Ref. 15.
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4. Experimental Results

Representative block coder, reference coder and 3D wavelet coder are investigated
with experimental results in this section. The IBR scene used in the experiment is
the concentric mosaic scene Lobby and Kids. The scene Lobby has 1350 frames at
resolution 320 x 240, with a total of 297 MB data. The scene Kids has 1462 frames at
resolution 352 x 288, with a total of 424 MB data. We first compare the compression
performance of the three coders. The spatial vector quantizer (SVQ) in Ref. 5 is
used to represent the block coder; the reference block coder (RBC) in Ref. 17 is used
to represent the reference coder; and the smart rebinning wavelet coder (wavelet)
in Ref. 16 is used to represent the high dimensional wavelet coder. The SVQ can
only achieve a compression ratio of 12:1 where the compression ratio of the other
two coders is at least 60:1. In term of compression performance, it is no match
with the RBC or the wavelet coder. The compression performance of RBC and
wavelet coder is further compared with a benchmark MPEG-2 video coder and 3D
wavelet coder without the smart rebinning process to demonstrate the importance
of cross-mosaic alignment. We compress the Lobby scene at ratio 200:1 (0.12 bpp,
1.48 MB) and 120:1 (0.2 bpp, 2.47 MB) and the Kids scene at 100:1 (0.24 bpp,
4.24 MB) and 60:1 (0.4 bpp, 7.07 MB). The peak signal-to-noise-ratio (PSNR)
between the original and decompressed scene of MPEG-2, RBC and wavelet coder
without and with smart rebinning is shown in Table 1. We show the PSNR of Y,
U and V component. However, it is the PSNR result of Y component that matters
most, therefore, we comment only on Y component PSNR in the discussion. It is
observed that RBC out-performs MPEG-2 for an average gain of 0.4 dB. With

Table 1. PSNR (dB) for the compressed concentric mosaics.

Dataset Lobby Lobby Kids Kids
Algorithm 0.2 bpp 0.12 bpp 0.4 bpp 0.24 bpp
MPEG-2 Y: 32.2 Y: 30.4 Y: 30.1 Y: 28.3
U: 38.7 U: 374 U: 36.6 U: 34.8
V: 38.1 V: 36.9 V: 36.7 V: 34.9
RBC Y: 32.8 Y: 29.8 Y: 31.5 Y: 28.7
U: 39.7 U: 38.4 U: 39.3 U: 37.3
V:40.5 V:39.0 V: 38.9 V: 36.6
Wavelet without Smart rebinning Y: 31.9 Y: 30.0 Y: 29.4 Y: 27.3
U: 40.3 U: 39.3 U: 36.5 U: 34.9
V:39.9 V: 38.9 V: 37.2 V: 35.7
Wavelet with Smart rebinning Y: 36.3 Y: 34.3 Y: 33.8 Y: 31.3
U: 43.9 U: 42.9 U: 41.1 U: 39.5
V:42.8 V:42.0 V:41.2 V: 39.6




January 10, 2001 13:47 WSPC/164-1JIG 00005

14 J. Li, H.-Y. Shum & Y.-Q. Zhang

Table 2. Rendering speed (frames per second) for the compressed
concentric mosaics (on a 500 Mhz Pentium III PC).

Rendering setting

Algorithm Point sampling mode Bilinear interpolation
SVQ 17.7 14.9
RBC 12.5 10.9
Wayvelet 7.9 7.3

specially designed motion compensation, RBC outperforms a standard video coder
such as MPEG. Moreover, the RBC compressed bitstream can be just-in-time (JIT)
accessed and rendered, yet, the MPEG compressed bitstream cannot. Without the
smart rebinning, the 3D wavelet coder under-performs MPEG-2 for an average of
0.6 dB and under-performs RBC for an average of 1.0 dB. However, with the smart
rebinning, the 3D wavelet coder outperforms MPEG-2 for 3.0 to 4.1 dB with an
average of 3.7 dB and outperforms RBC for 2.3 to 4.5 dB with an average of 3.2 dB.
It shows that in term of compression performance, the 3D wavelet coder is the best
and the smart rebinning greatly improves the compression performance of the 3D
wavelet coder.

Next, we investigate the rendering speed of SVQ, RBC and wavelet coder. The
average rendered frames per second for the three coders are listed in Table 2. Both
the point sampling and the bilinear interpolation rendering modes are investigated.
SVQ achieves the fastest rendering speed. The speed of RBC is satisfactory and
only about 27-29% slower than that of SVQ. The wavelet coder with the trick
of progressive inverse wavelet synthesis (PTWS)!® is the slowest and is 51-55%
slower than SVQ and 33-37% slower than RBC. Nevertheless, real time rendering
of wavelet compressed concentric mosaic is still achievable.

5. Conclusions

In this paper, three categories of image based rendering (IBR) compression algo-
rithms are investigated. The block coders such as SVQ are the least complex in
decoding and can easily achieve just-in-time (JIT) rendering. The reference coders
such as the reference block coder (RBC) achieve a good comprise between the com-
pression efficiency and the real-time rendering capability. The high dimensional
wavelet coders such as the smartly rebinned 3D wavelet coder achieve the best
compression performance. They are the most complex coders. However with effort,
real-time JIT rendering is achievable.
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