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ABSTRACT

The rate control problem can be greatly simplified by using a wavelet coder, since the desired bit rate for a
particular frame can be easily reached by using its embedding property. We convert the rate control problem to a
bit allocation problem for each frame, and solve 1t with two models. Frames are assumed to be independent in the
basic model while their dependency is taken into account in the advanced model. Two computationally efficient rate
control algorithms are then derived. Extensive experiments are performed to demonstrate the superior performance
of the wavelet coder with the proposed rate control schemes over the MPEG standard with test model 5 (TM5).

Keywords: rate control, video coding, wavelet coding.
1 INTRODUCTION

Rate control is essential to video transmission through constant bit rate (CBR) channels such as ISDN, T1 and
broadcasting channels. It is also important in other applications such as video editing and video storage with CD-
ROM or digital video disk (DVD). The rate control problem can be roughly stated as: the determination of proper
coding parameters so that decoded video quality is optimized with respect to a certain fixed channel rate. Since the
relationship between coding parameters, coding rate and decoded video quality i1s not obvious, it can be complicated
to meet the coding rate requirement by adjusting coding parameters. It is even more difficult to optimize the quality
besides satisfying the coding rate constraint.

There are several existing rate control schemes for videos coded by the MPEG standard. A well known example
is MPEG test model 5 (TM5) [9], which adopts a simple rate control scheme by adjusting the quantization step size
based on buffer occupancy. Even though this scheme 1s easy to implement, the quality of decoded videos is poor
since it does not pay any attention to distortion. To improve the video quality, the rate control can be formulated
as a constrained optimization problem and solved by the Lagrangian or minimax technique [7]. Ortega et al. [10]
proposed a rate control scheme which measured the coding distortion and rate through simulation, and used dynamic
programming to search for the true global optimal solution. This approach is very complex since the rate-distortion
(R-D) performance of the coder has to be measured by repeatedly encoding the source. Lin et al. [8] speeded up
the scheme by using a spline interpolation (for I frames) and a piecewise linear interpolation (for P frames) to avoid
the extensive measurement of R-D characteristics for all quantization settings. However, the complexity of this rate



control algorithm is still high since the source video has to be encoded several times. Frimout [5] and Chen [1]
proposed the use of exponential functions to model the relationship between rate, distortion, and quantization step
size in a MPEG macroblock. Their schemes are computationally efficient, but the resulting performance is poor
since the proposed model does not characterize the MPEG coder well. Although motion compensated predictive
coding plays an important role in MPEG, the effect of frame prediction has been seldom taken into consideration
in rate control. Lin ef al. [8] observed from empirical data that the variance of the motion compensated residue
grows linearly with the coding error of the reference frame. However, no analysis of this phenomenon was performed.
Other research on rate control can be found in [2], [3], [15].

Wavelet coders have demonstrated an excellent performance in still image compression as evidenced by a sequence
of papers by Shapiro [13], Taubman and Zakhor [14], Said and Pearlman [12], Ramchandran et al. [11] and Li et
al. [6]. In addition to providing a better R-D tradeoff and a more pleasant subjective appearance, the wavelet
coder has an embedding property in the sense that the bit stream can be truncated at any point without significant
perceptible distortion. Compared to rate control for MPEG, research work on rate control for wavelet video coders
is relatively few. Rate control for an embedded wavelet video coder is studied in this work. It is shown that the
embedding property of the wavelet coder can greatly simplify the rate control problem and, as a result, it can
be reformulated as a bit allocation problem for each frame. In this framework, we would like not only to meet
the constant bit rate constraint but also to minimize the distortion with a basic and an advanced model. Frames
are assumed to be independent in the basic model, and their dependency is considered in the advanced model.
Two computationally efficient rate control algorithms are then derived by using the Lagrangian method. Extensive
experiments are performed to demonstrate the superior performance of the wavelet coder with the proposed rate
control schemes over the MPEG standard with test model 5 (TM5).

The paper is organized as follows. An embedded wavelet video coder is first described in Section 2. The coder
uses motion compensation to reduce the temporal redundancy in image sequences and embedded wavelet coding
to encode the residue. The R-D characteristic of the coder is also investigated. Then, the rate control problem is
formulated and two rate control algorithms are developed in Section 3. The relationship between the reference and
predictive frames 1s examined carefully. It is shown that the energy of the motion compensated residue depends
linearly on the coding quality of the reference frame, and an advanced rate control scheme is derived based on this
observation. Finally, experimental results and concluding remarks are given in Sections 4 and b, respectively.

2 EMBEDDED WAVELET VIDEO CODER

An embedded wavelet video coder is described in this section. Motion compensated predictive coding is adopted
in this coder. We use the block-based motion compensation adopted by the MPEG standard and then encode the
residual image with an embedded wavelet coder as described below.

The coder first decomposes the motion compensated residue with an L-scale wavelet transform (L = 5 in our
experiments). The maximum absolute value of the wavelet coefficient over the entire image is searched and denoted
by

To = max | w; |, (1)
where b 1s the scale parameter and ¢, j are spatial domain indices. We first identify and record the most significant
bit (MSB) of the wavelet coefficient. The collection of all these bits is called the first bit layer. The threshold of this

layer 1s set as -
0
= (2)
For all wavelet coefficients whose absolute values are greater than 77, they are significant in the first layer and
assigned bit ‘17. Otherwise, they are insignificant and assigned bit ‘0’. Significant bits are encoded with the context
adaptive arithmetic coder [4], where the context of a coding position is defined by the significant bits of its spatial
neighbors and that of its parent band coefficient. For significant coefficients , their signs are recoded right after the
coding of the significant bit. Then, we proceed to bit layer 2, where the threshold is reduced by half] i.e.
Ty

L= = 27Ty, (3)



|| | Flower | Mobile | Tennis | Cheer ||
Br 2.07 1.65 1.08 1.72
Op 1.50 1.50 0.86 1.43
Br/Bp 1.38 1.10 1.27 1.20

Table 1: Coding efficiency parameters of the proposed embedded wavelet video coder with respect to the I and P
frames.

For the second layer, the coding is split into two stages: significance identification and refinement coding. Significance
identification deals with coefficients that are not significant in the previous layer. Their absolute values are compared
with threshold T5 and encoded with ‘1’ (significant) and ‘0’ (insignificant). If significant, the sign bits are encoded
as well. Refinement coding deals with coefficients that have been identified to be significant in the previous layer.
They are refined with the precision of one more bit. We place the significance identification stage before refinement
coding stage in each bit layer since it offers a better R-D tradeoff if the coding bit stream is cut during the coding of
this layer. The same process repeats for bit layers 3, 4 and so on until the allocated rate is reached. The embedded
wavelet coder used in the work is actually an improvement of the layered zero coder (LZC) proposed by Taubman
and Zakhor [14]. For more details, we refer to [6].

The embedding property allows a smooth degradation of the image quality when the coding bits are reduced.
Suppose that the coded bit stream is truncated at the middle of layer ¢. Then, a certain number of wavelet coefficients
are encoded with ¢ bits while others encoded with ¢ — 1 bits. The embedding property greatly simplifies the rate
control task.

We performed extensive experiments for the evaluation of the R-D characteristic of the embedded wavelet coder
with respect to I and P frames. We plot the coding distortion versus the coding rate in Fig. 1 for test videos Flower,
Mobile, Tennis and Cheer of the CIF format. Empirically, the R-D performance of the wavelet video coder can be
closely approximated by an exponentially decaying function as

D= Dmax2_ﬁR = 0-22_ﬁRa (4)

where Dpax is the coding distortion at coding rate R = 0, which is also equal to the variance o2 of the wavelet
coefficients before coding, and the coding efficiency parameter 8 characterizes the decaying rate of the distortion as
the bit rate increases. It is clear that a coder 1s more efficient, if the corresponding 7 is larger. Parameters 3 for 1
and P frames are denoted by ;r and Sp and listed in Table 1. The ratio between §;r and Sp is between 1.1 and 1.4.

3 TWO RATE CONTROL SCHEMES

3.1 Problem formulation

The rate control problem for the embedded wavelet coder can be formulated as follows. Suppose that the
transmitted video can be partitioned into groups of pictures (GOPs), with each GOP starts with an intra-coded
frame (I) and followed by N — 1 predictively-coded frame (P), the channel capacity is C' bits per second, and the
duration of one GOP is T seconds. The allocated rate for one GOP is

Rgop = CT. (5)
The rate-control problem for the embedded wavelet video coder can then be formulated as the bit allocation among
N frames in a GOP.

Ri+Rs+ Rs+ -+ Ry = Rgop, (bit rate constraint) (6)
min(Dy + Da 4+ D3+ -+ -+ D), (distortion minimization)

where R; and D;, ¢ = 1,---, N, are the coding rate and distortion for each frame, respectively. In contrast with
previous work on rate control where the quantize step size is used as the coding control parameter, we now use the
coding bit rate R; directly as the coding control parameter by exploiting the embedded property of the wavelet coder.
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Figure 1: The R-D characteristics of the embedded wavelet video coder for I and P frames.
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Figure 2: The coding error of the motion-compensated reference frame versus the coding distortion of the reference
frame.



3.2 Basic rate control scheme

By ignoring the interframe dependency resulted from motion compensation, we will derive a basic rate control
scheme with the exponential R-D model (4) in this section. We first use the Lagrangian method to solve the
constrained optimization problem (6), and the solution is of the form:

0D;

ok, = —X (constant). (7)

By assuming the exponential R-D model (4), we can obtain

ggi = 07277 In2 = —D; 8 In2. (8)
By substituting (8) into (7), we have
D; = gi with K = ﬁ )
and . Bio?
R = —ilogz A : (10)

With the bit rate constraint specified in (6), constant K can be calculated as:

Zg\; @L log, ﬁz’o'iz — Rgop
— . (11)
Zz’:l 8.

Equations (10) and (11) are the basic rate control scheme. However, as shown in (11), we have to estimate variance

o? and coding efficiency 3; to determine the allocated bit rate R; for frame 1.

log, K =

For the I frame, variance o is the the mean square error of the wavelet decomposition. For the P frame, o7 is
the mean square error of the motion prediction residue. We assume that the coding efficiency for all P frames are
equal, 1.e.

61 =0, and B;=pp, for i=2-.-- N. (12)
Coding efficiency parameters Jr and Sp are estimated through the coding of the previous GOP.

3.3 Advanced rate control scheme

In the design of the basic rate control scheme, we assume that the frame distortion D;, 1 < ¢ < N, in a GOP
is independent. However, this is in general not true. Typically, an I frame of a better quality improves the motion
predicted P frames in a GOP, thus reducing the coding bit rate required for following P frames. Consequently, an
optimized rate control scheme should allocate more bits to the I frame. In this section, we first investigate the R-D
relationship between a reference frame and its predictively coded frame, and then derive an advanced rate control
scheme.

We denote the pixel of the original reference frame, the encoded reference frame and its predictively coded frame
by g(7, ), 4(¢,j) and f(4, j), respectively. The residue of motion compensation with respect to the original frame can
be written as:

where d(i,7) is a displacement function which connects pixel (7, ) in the predictively coded frame to its motion

compensated counterpart in the reference frame. The variance of the motion compensated residue can be calculated
as:

o7 = Ble’(i, )] = E{[/(i,§) — g(d(i, )]’} (14)



In video coding, motion compensation is actually based on the encoded reference frame (i, j) since the original
reference frame 1s not available at the decoder. Therefore, the actual residual error 1s:

with variance
o, = E[e*(i, )] = E{[f(i,5) — 9(d(i, )]*}. (16)
We can rewrite é(i, j) as

where the first part is the residue of motion compensation with respect to the original reference frame while the
second part is the coding error of the motion compensated reference frame. We may reasonably assume that these
two parts are uncorrelated so that

o5 = og + E{lg(d(i, ) — g(d(i, )]} (18)

Note that the second term of (18) is not the coding distortion of the original reference frame but that of the motion
compensated reference frame. These two quantities are nevertheless very close to each other. Their relationship for
two test videos (Flower and Mobile) is shown in Fig. 2, where the relationship is linear with a slope o approximately
equal to 1. Thus, we have

E{lg(d(i, §)) — g(d(i, )"} = aDy, Dy = E{[g(i, ) — 9(i, )]} (19)

Combining (19) and (18), we obtain

o, =0, +aDy, (20)

where Dy is the coding distortion of the reference frame. We see from (20) that the variance of the motion com-
pensated residue grows linearly with the coding distortion of the reference frame offset by the residue of motion
compensation with respect to the original frame. Practically speaking, if the previous frame is poorly encoded, the
quality of the forward predictive frame with motion compensation is also poor regardless of the effort spent in motion
compensation. The derived relationship (20) has been confirmed by extensive experiments. We plot the variance of
the motion compensated residue versus the coding distortion of the reference frame for Flower, Mobile, Tennis, and
Cheer sequences in Fig. 3. The affine relationship is observed in all experiments. By taking the dependency of the
reference frame and the predictive frame as shown in (20) into consideration, we propose an advanced rate control
scheme in this section.

Consider a group of pictures (GOP) consisting of N frames, where the first frame is the I frame and the remaining
N — 1 frames are P frames. To derive this scheme, we convert the constrained optimization problem (6) to an
unconstrained optimization problem by using the Lagrangian method. That is, our objective is to minimize

N N
J(Ri, ,Rn)=>_Di+ (D _ Ri — Raop), (21)
i=1 i=1

where Rgop 18 the total number of bits assigned to a group of pictures, R; the bit rate to be allocated to frame i
and

Di = Dipaxi27 P = g2o= Pl (22)

and

6l =0+ a;Di_y, (23)

are constraints from (4) and (20), respectively.

At the optimum point, we have

aJ
OR;

=0, i=1,2---,N. (24)
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Figure 3: The relationship between the variance of the motion compensated residue and the coding error of the
reference frame. For each sequence, we test three frame pairs: the 1st and the 2nd frames (‘x’), the 11th and the
12th frames (‘0’), and the 21st and the 22nd frames (‘**’).
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Figure 4: Block diagram of the advanced rate control scheme.



To solve the above system, let us first examine the coding rate for the last frame, i.e. frame N. As before, we

introduce a constant K which is equal to A/ In 2 and substitute (22) into (24). This leads to

K

Dy = —.
N By

(25)

Next, we proceed to frame N — 1. Since the coding distortion Dy of frame N is related to the coding rate Ry_1,

we have

0 _ODy.1 3Dy
ORN-1 ORn—1  ORN-1

By substituting (22) and (23) into (26), we get

+ A

ODn_1

Fy_1=-\  where Fy_j=1+ay27/viy,

Similar to (8), we can calculate 9Dn_1/0Rn_1 in above and obtain

K
Dy1=——77-—.
N T BN P
Also, from (22), we have
9—fnEN — D_N — D_N — K
0% ok Bnok
By combining (27) and (29), we get
K

Fy_i1=14+any——s.
' Bn o

Similarly, we can calculate the partial derivatives of J with respective to R;, i < N — 1, as

0J _OD;  0Diy1  0Diys dDy

OR;  OR;, ' OR; OR; "'+aRZ»+A'

(26)

(31)

It is easy to see that frames i + 2,743, -- -, N are correlated with frame ¢ through frame ¢ + 1. Consequently, D;;a,

-+, Dy are also correlated with R; through D;4 1. It is not difficult to show that

dJ _ dD; ODi
oR, ~ oR: T oR Fipr 42,

where
K

Fipp = ——
T B Diga
We substitute (22) into (32) and get

aJ oD . .
R = g A with Fi=lgagnfeiiepy,

Furthermore, by using (22) and (33), we have

i1 K
Fi=1+ AO;*‘ilx.
071 Pitt
By comparing the right-hand-sides of (34) and (24), we obtain

K i1 K
— with =14 ot
Oi1Pi1

(32)

(34)



|| | Flower | Mobile | Tennis | Cheer ||

Coder A(dB) | 24.29 | 22.97 | 30.04 | 2542
Coder B(dB) | 24.93 | 2355 | 31.29 | 25.99
Coder C(dB) | 25.06 | 23.62 | 31.51 | 26.10

Table 2: Average PSNR for the three test video coders at 1.152Mb/sec.

Note 5'2'2+1 depends on D; with the interframe dependency relation (23), we thus further solve D; as:

. —B; + \/BZ»2 —4A,C;
24;

D = . i=1,2,---,N—2, (36)
A = Bifipioug,

Bi = BiBiy107 + Kaip1(Bi — Big1),

Ci = —KBipofy,.

Finally, with the coding distortion for all frames specified by (25), (28) and (36) in a GOP, we can solve the allocated
rate for each frame i by (22) as

2
aDi_140;

Ry 708 By =1 (37)
Viog, i iy Ly

In the implementation of the advanced rate control scheme (37), variables 3; and o7 are obtained in the same
way as the basic rate control scheme. We assume the interframe correlation factor «; to be equal for all frames,
and it is estimated from the coding of the previous GOP. K is an adjustable control parameter so that the bit rate
constraint in (6) can be met. It is adjusted through simple bisection iteration consisting of the following three steps:

1. Select two initial parameters K; and K so that bit rates obtained from (37) satisfy Rgop (K1) > Rgop >
Rcop(K2).

2. Let Ky = (K1 + K2)/2. If Rgop(K:) > Rgop, K1 is replaced by K, otherwise K is replaced by K.

3. Repeat Step 2 until | Rgop(K:) — Rgop |< €, where € is a nonnegative number close to zero. (It is chosen to
be 107% in the experiments in Section 4.)

The block diagram of the advanced rate control scheme is shown in Fig. 4. Note that each iteration of the bisection
algorithm only involves the evaluation of D; by (25), (28) and (36) and R; by (37) with frame parameters oy, 3;
and o?. The complexity of the algorithm is O(N). Thus, the advanced rate control scheme is also computationally
efficient.

4 EXPERIMENTAL RESULTS

In this section, we compare the proposed embedded wavelet video coder with the basic and advanced rate control
schemes with MPEG test model 5 (TM 5). MPEG TM 5 and the wavelet video coder with basic and advanced rate
control schemes are denoted by coders A, B and C, respectively. The target bit rate is 1.152 Mb/sec. Four test image
sequences are used in the experiments: Flower, Mobile, Tennis and Cheer. The sequences are of the CIF format with
frame size 352 x 240 and 30 frames per second. Each sequence runs for 5 seconds,; or 150 frames. The structure for
each GOP is chosen to be one I frame followed by nine P frames so that there are 3 GOPs in one second.

We plot the PSNR as a function of the frame number in Fig. 5. The average PSNR is also shown in Table 2. In
the average, the embedded wavelet coder with the basic rate control scheme offers an average PSNR gain of 0.6-1.3
dB over MPEG TMS5, the advanced rate control scheme offers an additional PSNR gain of 0.07-0.22dB.
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Figure 5: The PSNR performance as a function of the frame number by using MPEG TMS5 (dotted line), the
embedded wavelet coder with the basic rate control scheme (solid line) and the advanced rate control scheme (dash
dotted line).
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|| | MPEG TM5b | Wavelet (MPEG TM5) | Basic Scheme | Advanced Scheme ||

Frames 61-80 (dB) 31.33 33.19 33.30 33.72
Frames 91-100 (dB) 30.14 32.57 32.41 33.18

Table 3: Average PSNR in the neighborhood of scene change.

It 1s observed that the advanced rate control scheme performs especially well around scene change. To demonstrate
this, we focus on the PSNR and bit rate variation in the neighborhood of a scene change (Frame 60-80 of Tennis),
where the scene change occurs at the 67th frame. We compare MPEG TM5) and three different wavelet-based coders
with different bit rates, where the first wavelet coder follows the exact coding bit rate assigned by MPEG TM5 and
the second and third coders use the basic and advanced rate control schemes, respectively. The average PSNR for
this interval is shown in Table 3, The advanced rate control scheme is about 0.4-0.8 dB better than the other two
wavelet coders, and 2.4-3.0 dB better than MPEG TM 5. We also plot the PSNR, and bit rates as functions of the
frame number in Fig. 6 for the three wavelet coders. For the wavelet coder with the MPEG TM 5 rate and with the
basic rate control scheme, the bit rate assigned to the frame immediately after the scene change is not large enough
(see Fig. 6 (b)) so that the quality of the scene change frame becomes very poor. It also affects the quality of frames
thereafter as shown in Fig. 6 (a).

Note also that the bit rate for each GOP of the proposed wavelet video coder with basic and advanced rate control
schemes 1s exactly the same as the allocated bit rate Rgop for one GOP. Such a property provides an additional
advantage in video editing since we can modify or replace a whole GOP without affecting other GOPs.

5 CONCLUSIONS

In this research, we proposed two new rate control schemes for an embedded wavelet video coder. They do not
only meet the constant bit rate (CBR) transmission constraint but also minimize the coding distortion. The basic
rate control scheme ignores the frame dependency. In deriving the advanced rate control scheme, we investigated the
relationship between the reference and predictive frames, and showed that the variance of the motion compensated



residue depends linearly on the coding distortion of the reference frame. By incorporating this observation with
an exponential decaying R-D codec model, we solved the optimal bit allocation problem by using the Lagrangian
method and demonstrated that the allocated bit rate for each frame R; can be calculated as a function of several
image dependent parameters such as the variance of each frame (¢7), the correlation parameter between the reference
and the predictive frame (o) and the coding efficiency parameter (3;). Both basic and advanced rate control scheme
have a relatively low computational complexity. Experimental results demonstrated that the proposed rate control
schemes achieved a better PSNR performance. The advanced rate control scheme performs especially well around
the scene change.
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