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CONVOLUTIONS OF CANTOR MEASURES
WITHOUT RESONANCE

FEDOR NAZAROV, YUVAL PERES AND PABLO SHMERKIN

ABSTRACT. Denote by p, the distribution of the random sum
(1-a) Z?’;Owjaj, where P(w; = 0) = P(w; = 1) = 1/2 and
all the choices are independent. For 0 < a < 1/2, the measure p,
is supported on C,, the central Cantor set obtained by starting
with the closed united interval, removing an open central inter-
val of length (1 — 2a), and iterating this process inductively on
each of the remaining intervals. We investigate the convolutions
fta * (up 0 Sy 1), where Sy(x) = Az is a rescaling map. We prove
that if the ratio logb/loga is irrational and A # 0, then
D(ptq * (pp 0 Sy 1)) = min(dimp (C,) + dimg (Cy), 1),

where D denotes any of correlation, Hausdorff or packing dimen-
sion of a measure.

We also show that, perhaps surprisingly, for uncountably many
values of A the convolution i1 /4% (p11/3 oS;l) is a singular measure,
although dimp (Cy/4) + dimpg (Cy/3) > 1 and log(1/3)/log(1/4) is

irrational.

1. INTRODUCTION AND STATEMENT OF RESULTS

Given 0 < a < 1/2, let C, be the Cantor set obtained by starting
with the closed unit interval, removing a central open interval of length
1—2a, and continuing this process inductively on each of the remaining
intervals. Formally,

Co=14(1—a) ijaj twj € {0,1} for all j
=0

The set C, supports a natural probability measure p, which assigns
mass 27" to each interval of length a™ in the construction. The measure
11e can be defined in several alternative ways. For example, it is the
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normalized restriction of dimg(C,)-dimensional Hausdorff measure to
C,. It is also the distribution of the random infinite sum

(1— Q)ijaj, (1.1)

where P(w; = 0) = P(w;) = 1/2 and all choices are independent.
These equivalences are well known and easy to verify.

In this paper we study convolutions of the form g, * (11,055 "), where
Sx(z) = Az scales by a factor of A. We will show that, under a natural
irrationality condition, 1, * (up 0 Sy') has “fractal dimension” equal
to the sum of the Hausdorff dimensions of C, and (), provided this
is at most one. What we mean for fractal dimension is made precise
below; we will in fact show that this is true for several commonly used
concepts of dimension of a measure.

The study of these convolutions goes back to Senge and Straus [14]
who, answering a question that Salem posed in [12], characterized all
the pairs a, b such that ¢, () - 0 as £ — oo, where ¢, denotes the
Fourier transform of pi,* . Senge and Straus showed that this happens
only if 1/a and 1/b are Pisot numbers and log b/ log a is rational (Recall
that a Pisot number is an algebraic integer larger than one, such that
all its algebraic conjugates are smaller than one in modulus).

Let us write

Voo = Ha * (1 0 S31).

There are two sharply different cases in the study of »;,: The subcrit-
ical case d, + d, < 1 and the supercritical case d, +d, > 1 (the critical
case d, + d, = 1 is often analyzed separately).

In the subcritical case, the measure I/é"b is always singular, as it
is supported on C, + ACy, which has Hausdorff dimension at most
de + dp < 1 (see (L6) below). Thus, in this case the interest lies
in the degree of singularity of I/l;\b, as measured by some concept of
fractal dimension. In particular, one is interested in whether there is a
“dimension drop”, i.e. whether the dimension of 1}, is strictly smaller
than the dimension of u, X . We will prove that if logh/loga is
irrational, then there is no dimension drop for any A # 0, for several
different concepts of dimension of a measure; see Theorem [I.1] and the
discussion afterwards. One motivation comes from the results in [9],
where it is proved that for all pairs 0 < a,b < 1/2 such that log b/ loga
is irrational and all A # 0,

dimgy (C, + ACp) = min(dimy (C,) + dimy (Cy), 1),
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where dimy stands for Hausdorff dimension. The proofs in [9] involve
the construction of an ad-hoc measure supported on C, + ACy, which is
not related in a natural way to I/;"b. In this paper we base the arguments
on more conceptual ergodic-theoretical ideas.

In the case d, + dy > 1, one would expect l/gvb to be absolutely
continuous as long as logb/loga ¢ Q. However, we will show that this
is not always the case. More precisely, we will prove that whenever
1/a and 1/b are Pisot numbers and log b/ log a is irrational, there is a
dense Gj set of parameters A, such that the Fourier transform of 1,
does not go to zero at infinity; see Theorem [4.1] in Section [4l

In order to state our main result about the fractal dimensions of
vy, we start by recalling the definition of correlation dimension of a
measure. Given a Borel measure v on R™ and r > 0, let

C,(r) = /V(B(x,r))dy(:c),

where B(x,r) denotes the closed ball with center x and radius r. The
lower correlation dimension of v is defined as

D(v) = liminf M.
710 log r
The upper correlation dimension D(v) is defined analogously by
taking the limsup. If D(v) = D(v) we say that the correlation di-
mension D(v) exists, and is given by the common value. Other defi-
nitions of correlation dimension are often used. For example, the lower
correlation dimension of v is the supremum of all a such that

//p;— = du(z)dv(y) < . (1.2)

This is well-known, see e.g. [13, Proposition 2.3]. We can now state
our main result:

Theorem 1.1. Let 0 < a,b < 1. Iflogb/loga is irrational, then
D(vy,) = min(d, + dy, 1), (1.3)
for all A # 0.

Let us make some comments on this statement. Observe that the
measure l/gvb is, up to affine equivalence, the push-down of the product
measure fi, X i by orthogonal projection onto the line

{t(cos(0),sin(#)) : t € R},

where § = arctan()A). The potential-theoretic proof of Marstrand’s
projection theorem (see e.g. [8, Chapter 9]) implies that (I.3]) holds for
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almost every A. Our contribution is to prove this for every A # 0, and
in particular for A = 1, which yields the correlation dimension of the
convolution measure fi, * [ip-

Correlation dimension is just one of the several concepts of dimension
of a measure which are often used. For example, the Hausdorff and
packing dimensions of a finite Borel measure v on R” are defined as

dimg(v) = inf{dimy(FE): v(R"\E) = 0},
dimp(v) = inf{dimp(F): v(R"\E) = 0}.
(Here dimp denotes packing dimension; see e.g. [8, Chapter 5] for

its definition and basic properties). It is then an easy consequence of
Frostman’s lemma (see [8, Chapter 8]) and the definitions that

D(v) < dimpy(v) < dimy(Supp(v)) <n, (1.4)

where Supp denotes the support of the measure. It is also immediate
that

dimy(v) < dimp(v) < dimp(Supp(v)) < n. (1.5)

Since orthogonal projections do not increase either Hausdorff or pack-
ing dimension, and C, x (', has Hausdorff and packing dimension d,+dp,
we get

dimH(C’a + >\Cb) S dimp(Ca + )\Cb) S min(da + db, 1) (16)

for all 0 < a,b < 1/2. Hence we deduce from Theorem [T, (L.4]) and
(L) that, whenever logb/ loga is irrational,

D(v,,) = dimy(v,) = dimp(v;,) = min(d, + dy, 1). (1.7)
Given a measure v on Euclidean space, the local dimensions of v
are defined as
. _ .. log(v(B(x,7)))
dimyee(v)(z) = 17%1 o (1]

Y

whenever the limit exists; otherwise one speaks of lower and upper local
dimensions. When the local dimension exists and is constant r-almost
everywhere, it is said that v is exact dimensional. Always assuming
that log b/ log a is irrational, it follows from (L) and [4, Theorems 1.2
and 1.4] that

dimyee(ftg * o) () = min(d, + dp, 1) for (pg * pp)-a.e.x.

We remark that in general all of the concepts of dimension of a measure
that we discussed can differ; even if a measure is exact-dimensional, it
may happen that its correlation dimension is strictly smaller than the
almost-sure value of the local dimension.
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We note that if logb/loga is rational, and d, + d, < 1, then
dimp (pg * pp) < dimg(Cy + Cy) < dy + dp.

(See [9] for a proof). Borrowing the terminology of [9], we can sum-
marize our results as saying that algebraic resonance, defined as the
rationality of logb/loga, is equivalent to geometric resonance for
the measures p, and uy, defined by the condition that there is a di-
mension drop for at least one orthogonal projection in a non-principal
direction.

Compared to [9], one basic new ingredient in our proofs is the con-
struction of a subadditive cocycle reflecting the structure of the orthog-
onal projections of u, x up at different scales and for different angles.
This is obtained by adapting the proof of the existence of L? dimen-
sions for self-conformal measures in [10]. We will also make use of a
theorem of A. Furman on subadditive cocycles over a uniquely ergodic
transformation.

The paper is structured as follows. In Section 21 we introduce nota-
tion and prove several lemmas in preparation for the proof of Theorem
[LI which is contained in Section[3l In Section[d] we prove the singular-
ity of Vf‘/g’l /4 for an uncountable set of A, and discuss some implications.
We finish the paper with some remarks and open questions in Section

2. NOTATION AND PRELIMINARY LEMMAS

In this section we collect several definitions and lemmas which will
be used in the proof of Theorem [L.1l

2.1. Notation and basic facts. From now on we will assume that
0 <a<b<1/2andlogb/loga is irrational.

Consider the product set £ = C, x Cy, and let n = g X pp. This
is, up to a constant multiple, (d, + d;)-dimensional Hausdorff measure
restricted to E. It is well known, and easy to verify, that n is Ahlfors-
regular, i.e.

C~lpdatde < p(B(x,r)) < Criat, (2.1)
for some constant C' > 1, all r > 0 and all z € E. This implies that
D(n) = dimp(n) = dimp(n) = do + db. (2.2)

The set C, can also be realized as the attractor of the iterated func-
tion system {f, 0, fa,1}, where

fai(z) = ax +i(1l —a). (2.3)
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In other words,
Ca = fa,O(Ca> U fa,l(Ca)-

Likewise, the measure p, satisfies the self-similarity relation

palF) = SpalFad (F)) + spal il (F), (24)

where F'is an arbitrary Borel set. This is well known; when F'is a basic
interval in the construction of C, it follows from the scaling property
of Hausdorff measure and self-similarity, and the case of general F' is
obtained by noting that basic intervals in the construction of C, form

a basis of closed subsets of C,.
If u=(u,...,u) € {0,1}* let

fa,u = fa,u1 O0---0 fa,uk;

analogously one defines f; . Let

X = G {0,1}* x {0,1}".

k,l=0

Given ¢ = (u,v) € X we will denote

fﬁ(x> y) = (fa,u(x)> .fb,v(y))'

Moreover, we will write E(§) = fe(E) and Q(§) = fe(Q), where ) =
I x I is the unit square. If & = (u;,v;), i = 1,2, by && we will mean
the juxtaposition (ujusg, v1v2). The empty word will be denoted by @.
Finally, if £ = (u, v), the length pair || of £ is the pair (|ul, |v|), where
|u|, |v| are the lengths of the corresponding words.

Let ¢ be any integer such that b/a < 1/b°. Write a = log(b/a),
B = log(1/b"); notice that 0 < a < B3, and that a/f is irrational
because of our assumption that log b/ log a is irrational. Moreover, note
that # can be made arbitrarily large by starting with an appropriately
large ¢. Endow [0, 3) with normalized Lebesgue measure L. Let also
R :[0,5) — [0, ) be given by

R(z) =+ a mod (§).

The irrationality of o/ implies that this is a uniquely ergodic trans-
formation. This fact will be crucial in the proof: it is the only place
where the irrationality of logb/log a is used.

We inductively construct two families {X,,}5°,, {Y,}>2, of subsets
of X. We set Xy = {(&,9)} (recall that @ denotes the empty word).
Once X,, has been defined, we define X, ; in the following way:

e if R"(0) + o < 3, then
Xpy ={(€)(i, k) : £ € Xy, i,k € {0, 1}}.
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o If R"(0) + a > 3, then
Xnp1 = {(6)(i,v) : £ €X,,i€{0,1},v € {0,1}}.
Further, we let
Y, = {(&)(2,v) : € € X,,,v € {0,1}}.

One can readily check, from this inductive construction and the defi-
nition of R, that the following properties are satisfied:

(I) If £ € X,,, then Q(&) is a rectangle of size
a" x a" exp(R"™(0)).
If ¢ €Y,, then Q(¢) is a rectangle of size
a" x a" exp(R"(0) — f3).

In particular, all elements of X, have the same length pair, as
do all elements of Y,,.

(IT) The cylinders based at elements of X,, form a partition of the
symbolic space. In other words, if w,w’ € {0,1}" are infinite
sequences, then there is exactly one £ = (u,v) € X, such that
w starts with v and w’ starts with v. The same holds for Y,,.

The rectangles Q(§) are cartesian products of basic intervals of C,
and C; by the first property, the logarithm of the ratio of the lengths
stays bounded and, moreover, behaves like an irrational rotation. Prop-
erty (II) guarantees that {Q(§) € X, } is an efficient covering of £, and
likewise for Y,,.

Heuristically, for X,,, we start from the unit square, and then at each
inductive step we always go one level further in the construction of C,,.
With respect to the construction of Cj, we go one level further for as
long as the eccentricity of the rectangles Q(§) stays below e¢® = b~¢
(note that, since b > a, going one step further in both constructions
has the effect of increasing the eccentricity); otherwise, we go ¢ + 1
levels further, which has the effect of reducing the eccentricity of (&)
back to a value between 1 and e®. For the construction of Y,,, we start
from X, and go /¢ levels further in the construction of Cj, while keeping
the same basic intervals in the construction of Cy; this yields rectangles
Q(¢'") with width greater than height.

Let hy(x,y) = (z,€%y), and I(z,y) = = +y. We will write II, =
[Th,. The assignment s — h, is an action of the additive group of real
numbers by linear bijections of R2.

The following observation will prove very useful: let ¢ € X,,. Then
fe can be decomposed as

fe(x) = a"hrn () () + de, (2.5)
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where d¢ is a translation vector in R?. From this we also obtain
fol (@) = a " horeo) (@) + de, (2.6)

where 0?5 = —a "h_gn(o)(d¢). Of course, similar decompositions are
valid for fe, ff_,l for ¢ € Y,,.

We will denote the projected measure n o ITI;! by 7,. Notice that
Ns = fta * (11 0 SZ1), where Sy(z) = Az. In particular, 1y = jq * fis.

For n € N we will denote

D, ={lja",(j + 1)a"): j € Z}.

Further, for s € R, we will denote by D,,(s) the subset of D,, comprising
all intervals which intersect I1,(E).
Given s € R, let us define

m(s) =D (D)’ = > ndl) (2.7)
1D, I€D,(s)

These functions will be a useful discrete analogue of C, (a™); indeed,
both quantities are comparable up to a multiplicative constant.

The next definition is adapted from [10]. Given n € N and s € R,
we will say that a family of disjoint intervals C is (n, s)-good if it is a
minimal covering of II4(F) (meaning that no proper subset is a covering
of II4(E)), and each interval has length a™.

Lemma 2.1. IfC is (n, s)-good, then
4717, (s) < Zns 2 < A41,(s).
cec

Proof. We only prove the right-hand inequality since the left-hand in-
equality is analogous. Since C is (n, s)-good, each element C' of C
intersects at most 2 elements of D,(s), say D(C,i),i = 1,2. Since
D, (s) is a covering of T, (F),

C NI (F) C (D(C,1)UD(C,2)NII(E).
Using this and Cauchy-Schwartz,

2 2
(Zns (C,1)) ) §2Z775(DCZ 2
i=1
Therefore

D 002 <2) 0> n(D(Ci))?

ceC ceC i=1
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But since each element of D,, intersects at most 2 elements of C, any
element of D,, appears at most twice on the right-hand side, and the
lemma follows. O

Lemma 2.2. For any s € R, m,n € N and ¢ € X,,,¢ € Y,, the

families
T = {Mgeysfe T T € Dy, INTIL(E()) # 2},
T = {Oreops—pfo T 1 € Dy, INTL(E(E)) # @}

are (m, R™(0) + s)-good and (m,R™(0) + s — [3)-good, respectively.

Proof. We will prove only that Z is (m, R™(0)+s)-good, since the proof
for 7’ is analogous. Let t = R"(0) 4+ s. Observe that

fe(E) =E(S) C U I (1),
TE€Dm4n, INTL (E(€))#2
and from this it follows that Z is a covering of II;(F). Using (2.0,
linearity of II;, and the action properties of s — h,, we get
M fe I = Mide + a " Th_ga)11; (1)

= ILdg + a "hh_geyh; 'TTH(T)

= thg + a "I.
This shows that the elements of Z are pairwise disjoint (since the el-
ements of D,,., are), and have length a™. Since, by definition, all

elements of Z intersect II;(E), the covering Z is optimal. This com-
pletes the proof of the lemma. O

We finish this section by recalling the result of Furman alluded to in
the introduction.

Theorem 2.3. Let X be a compact metric space, and let T' be a contin-
uous homeomorphism of X with a unique invariant probability measure
i (which must be ergodic). Further, let {¢,} be a continuous subaddi-
tive cocycle over (X,T). In other words, each ¢, is a continuous real
valued function on X, and

forall x € X. Let

1
A= lim — [ ¢,(z)dpu.
n—oon Jx
Note that A is well defined by subadditivity. Then for almost all x € X,
lim ¢"—(x) = A,

n—oo n
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and for all x € X,

lim sup Dn(2) < A
n—oo n
Proof. The first assertion is Kingman’s subadditive ergodic theorem
[7]. The second one is proved in [5, Theorem 1] . O

3. PROOF OF THEOREM [I.1]

The proof consists of two main parts: in the first we construct a sub-
multiplicative cocycle over ([0, 5), R) related to the growth of 7,(s). In
the second part, we apply Theorem 2.3 to this cocycle and deduce The-
orem [[.I] from the potential-theoretic proof of Marstrand’s projection
theorem.

Before starting the proof, we remark that due to the symmetry of
Co x Oy, we only need to show that (L3) holds for all A > 1 (which
corresponds to orthogonal projections for angles in [r/4,7/2)). More-
over, since [3 is arbitrarily large, it will be enough to establish (I.3)) for
all A € [1,€P).

A submultiplicative cocycle. The goal of this part is to show
that 7,,(-) defined in ([2.7)) satisfy

Tmn(s) < A7y (s)7m (R"(5)), (3.1)

for some A > 1 independent of m,n € N and s € [0, 3). In order to do
this, we will follow the pattern of the proof of existence of L? dimension
in [10] in the case ¢ > 1.

We will consider two cases, depending on whether R"(0) + s < /3 or
R"™(0) + s > (. In the first case, we have R"(s) = R"(0) + s, while in
the second, R"(s) = R™(0) + s — . In the proof of the first case we
will use the families {X,}, while the proof of the second is based on
the families {Y,,}. We will in fact only prove the first case; the second
follows in the same way, so details are left to the reader.

Let m,n € N, and pick some ¢ € X,,. Fix s € [0, ), and let

t=R"(s) =R"(0) + s.
It follows from Lemmas 2.1 and that
> (I fe IH())? < Ar (). (3.2)

IEDernvaHS (E(g));ég

We claim that
I T () = f; T (), (3.3)
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To see this, foliate R? by fibers {II, ()}, and note that II; 'II,(F) =
F if and only F' contains the fiber through all of its points. In the
particular case F' = fo'TI71(I), we have:

peF <« Ilfp) el
<— Hhs(a”hRn(o) (p) + dg) el
— I(a"h(p) + hsde) € 1
< a"IL(p) + lde € 1,

where we used (2.5]) in the second displayed line, and the linearity of II
in the fourth. Since the value of II;(p) is constant on the leaf through

p, B3) is proved.
Notice that if INII,(E(¢)) = @ then f 'II;'(I)NE = @. Combining

this with (3.2]) and (83)) yields
Y 0lf ) < dr(t). (3.4)

IeDm+n

Let D), be the family of unions of two consecutive elements of D,,; in
other words,

D, = {[ja",(j +2)a") : j € Z}.
Let also D! = D, UD!,. To each I € D,,, we associate an element
I € D! in the following way: if I is contained in an element of D, let

I be this element; otherwise, I is contained in a unique element of D/,

and we let I be this element.
Iterating (2.4)) and using properties (I)-(II) of {X,}, we see that

n(F) =1Xa7" ) n(fe'F), (3.5)
£€Xn
for any Borel set F'. Using this we obtain

| Z fg I ) = |X | Z ﬂ(f{lﬂs_lf)-

773 |
n £eXn gexn;meS(E(ﬁ))#Q

(3.6)
For J € D), write

X,(J.8) = (£ € X, : TN IL(E()) # 2).
From (B.6), an application of Cauchy-Schwartz yields
2 (1) < [Xa| IXn(Ls) > n(f TS,

cexn(l,s)
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For a fixed J € D!, we add over all I € D,,,,, such that I=1J , to get

Yoo ) < KTl Yo > alf )

IEDmyn,I=J £eXn(J,s) I=J

< A7 (X Xa( ], 9) 7,

where in the last inequality we applied ([B.4]). Adding over all J € D,
we obtain

T (8) < 47 (D)[X0| 72 D X0 (], 9) . (3.7)

JeDY
All the maps I, s € [0,5), are Lipschitz with Lipschitz constant
uniformly bounded by 2e¢®. Also, for ¢ € X,,, the diameter of Q(&)
is bounded by /1 + e26a™ < 2¢ePa". Given J € D”, denote by J the
interval with the same center as J and length |J| + 16e°a"™. By our
previous observations, if £ € X,(.J,s), then II;'(.J) contains a ball of

radius 2¢”a"™ centered at E(¢), and this implies that E C f; ;1 (J).
It follows that

Ko K2 ) < (BT S ()
£eXn(J,s)

< 0(B)"'ny(J) < n(B)™ > ns(J),

J' €Dy, dist(J’,J)<8eban

where we used ([B.5). Using Cauchy-Schwartz once again, we deduce
that

(1% X (1, 8)))* < K 3 ns(J)?,

J' €Dy, ,dist(J’,J)<8ebam

where K, = n(E)~2[16¢° + 2]. Adding over all J € D/, note that
each element of D,, on the right-hand side appears at most 2K times,
whence

X, Z X (J, 8)[* < 2K77,(s).

JeD!
Together with (B.7)) this yields (3.1]), as desired.

Conclusion of the proof. Recall the definition of C,(r) given in
the introduction. Let

Pn(s) = Cp, (a").

It is clear that the correlation dimension of 7, exists if and only if the
limit L = lim,,_., log ¢,,(s)/n exists, in which case D(ns) = L/log(a).
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Let us rewrite ¢,, as
0u(s) = [ n(Liy) = " IL) + @) dity
= [0 L) - o L) + ) 1 Q) dnly)
= [T s.)inty).

(Recall that @ is the unit square; @) could be replaced by any bounded
convex set containing E). Note that a fixed line ¢ intersects at most
C2" rectangles Q(§) with £ € =, whence, by using (2.1 and letting
n — oo, we see that () = 0. Therefore

lim ]—T(t,y) (ZL’) = ]_T(sy)(:lj) u— a.e.,

t—s

whence, by the dominated convergence theorem,
lim (7 (t,y)) = n(7 (s, 9)).

Applying the dominated convergence theorem again we find that the
functions {¢,} are continuous.

It follows from the proof of [11, Theorem 18.2] that there exists
K5 > 0 such that

Ky '7a(s) < du(s) < Kama(s).
Therefore we obtain from (B.I]) that
Pmin(5) < Kzn(s)dm(R"(s)),
where K3 = A K3. Hence, if we let ¢, = K3¢,, we have
108 Gy () < 10g &, (5) +10g by (R"(5))-

We have shown that {log ¢,} is a continuous subadditive cocycle over
([0,5),R). By Theorem 23] and taking into account the negative
factor 1/1og(a), for almost every s € [0, 3) we have

lim (80D _ g JIog9n(OALQ) _ 5 (3.8)

n—co nlog(a)  n nlog(a)

Moreover, for all s € [0, 5) we have the inequality
log(@n(s)) , p, (3.9)

lim inf
oo nlog(a)

Recall that D(v) is the supremum of all a such that the a-energy
I,(v) is finite; see (L2)). It follows from the potential-theoretic proof
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of Marstrand’s projection theorem (see e.g. [8, Chapter 9]) that

D(ns) = D(n),

for almost every s € R. Thus D = D(n) = dimp(E).
Lipschitz maps do not increase upper correlation dimension; this can
be easily checked from the definition. Therefore, using (2.2)),

D(n,) < D(n) = dimy(E),

for all s € [0, ). But from 39) and the fact that D = dimy(E) we
also get
Q(ns) > dimH(E)

for all s € [0,8). Thus for all s € [0,3) we have D(n,) = D(n,) =
dimy (E). This completes the proof of the theorem. O

4. THE CASE d, + d > 1

Recall that a real number 6 is a Pisot number if § is an algebraic
integer, 6 > 1 and all the algebraic conjugates of # have modulus
strictly smaller than 1. The main result of this section is the following:

Theorem 4.1. Suppose that 0 < a < b < 1/2, logb/ loga is irrational,
and 1/a and 1/b are both Pisot numbers. Then there ezists a dense Gy,

and therefore uncountable, set B C (0,00), such that if A € B, then

)\ . .
Vop 1S @ singular measure.

The proof of Theorem E.] will be given at the end of this section.
Let F'(-) denote the Fourier transform of a measure, defined by

F(u)(€) = / ().

By elementary properties of the Fourier transform, which are still valid
for Fourier transforms of measures, we have

F(vy)(€) = F(a)(€) F (1) (A). (4.1)

Salem proved that F'(u,)(§) - 0 as & — oo if and only if 1/a is a
Pisot number; see e.g. [12] for a proof, as well as further background
on Pisot numbers. Thus, if either 1/a or 1/b is not Pisot, then

51im F(r,)(§) =0 for all A € R\{0}.

In the proof of Theorem B we will show a converse of this: if 1/a and
1/b are both Pisot (and 0 < a,b < 1/2) then, for A € B,

F(2)(€) - 0 as € — o0 (42)
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Theorem [4.1] provides a counterexample to the principle that for
dynamically defined sets and measures, the set of exceptions to the
projection theorems should be determined by natural algebraic rela-
tions.

An open question, due to H. Furstenberg, is whether this principle
is valid for orthogonal projections of simple self-similar sets like the
one-dimensional Sierpinski gasket, defined as

S= {i 37w w; € {(0,0),(1,0), (0, 1)}} :

i=0

The conjecture in this case is that Hausdorff dimension is preserved for
orthogonal projections in directions with irrational slope.

By taking a = 1/4 and b = 1/3, Theorem [4.1] gives the first example
we know for which the principle described above is known to fail. Here
the set of exceptions is uncountable, and since log4/log 3 is irrational,
there is no exact overlap for A # 0. On the other hand, Theorem [Tl
is one of the few cases in which the principle has been proved to hold.

By Theorem [L.T], Vf‘/g’l /4 has correlation, Hausdorff and packing di-
mension equal to 1 for all nonzero A. Thus for A € B there is a loss
of absolute continuity, but not a dimension drop. We remark that for
certain 1-dimensional measures in R? (Hausdorff measures restricted to
purely nonrectifiable sets of positive finite one-dimensional Hausdorff
measure) their projections onto almost every line are one-dimensional
but singular, due to a classical theorem of Marstrand. The crucial
difference is that the measure we are projecting, pi/3 X 1,4, has di-
mension strictly greater than 1. The same considerations apply to all
0 < a,b < 1/2 such that 1/a and 1/b are both Pisot, logb/loga is
irrational, and dimg(C,) + dimg(C) > 1.

Note also that Theorem [L.1] does not contradict the result of Senge
and Strauss [14] mentioned in the introduction, since Senge and Strauss
only deal with the case A = 1. It is still possible that p,*uy is absolutely
continuous whenever d, +d, > 1 and logb/loga ¢ Q, but Theorem [4.1]
precludes using the ideas in the proof of Theorem [L.I] to prove such a
result.

For notational reasons it will be convenient to rescale and translate
fy so that the convex hull of its support becomes [—1/(1—t),1/(1—1)].
Since we are rescaling the supports of u, and pu, by a different factor,
this change also induces a rescaling of the parameter A, but this does
not affect the statement of Theorem [Z.1]
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The advantage of this change of coordinates is that p; becomes the
distribution of the random sum

i +t7
j=0

where P(4) = P(—) = 1/2 and all the choices are independent. This
in turn yields the well-known expression for the Fourier transform of
1 as an infinite product:

f[ (04)( +F(6 IE3)

[e.e]

=
= Hcos(tjg)

where ¢, denotes the unit Dirac mass at x. These infinite products
have been studied intensively, see e.g. [12].

The following known lemma describes the set B of parameters A
for which we will prove that v, is singular. Since we are not aware
of a suitable reference, and the proof is short, we include it for the
convenience of the reader.

it + o—itI€

Lemma 4.2. Let 0 < a,b < 1 be numbers such that logb/loga is
wrrational, and let € > 0 be arbitrary. Let
B={\>0:| a™™—b""™| < e for infinitely many pairs (n,m) € N*}.
Then B is a dense G subset of (0,00). In particular, it is uncountable.
Proof. For each N € N, let

By={A>0:|Aa ™ —=b""| < ¢ for some n,m > N}.

It is clear that By is open. We claim that it is also dense in (0, c0).
Indeed, let I = (¢,d) C (0,00) be any nonempty interval. Then I meets
By whenever a"b~™ € I for some n,m > N. By taking logarithms this
is equivalent to

log b loge logd
—m — _— .
|log al |logal |logal
But one can find arbitrarily large integers n, m satisfying this by the
irrationality of log b/ log a.
Noting that B = Ny>1 By and applying Baire’s Theorem concludes
the proof of the lemma. O
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Proof of Theorem[/.1. We start by recalling some basic facts about
Pisot numbers. Let 6 > 2 be Pisot and write 01, ..., 0, for the algebraic
conjugates of 6. Since 6" +>" is an integer for all n € N, we find
that

zlz

dist(0",Z) < ry", (4.3)
for all natural numbers n, where

Moreover, since # is an algebraic integer, so is " for all n € N; in
particular, 8™ cannot be of the form k + 1/2 with & an integer. From
these two facts we obtain that the infinite product

F(pa0)( H cos(m6?)

is absolutely convergent. Likewise, since # > 2, then the infinite prod-
uct [[7Z, cos(m077) is also absolutely convergent.
The above observations also imply that the number

£:= %dist ({b‘" :neN}HZ+ %) (4.4)

is strictly positive.

Now let B be the set given by Lemma [£.2] with ¢ defined in (£.4).
Fix A € B for the rest of the proof. Using (.1l), we see that the Fourier
transform of 1), is given by

= [ cos(@€) [ ] cos(A/€) =: 1 (£)®a(€).
=0 =0
Let N, M € N be such that [Aa™ — b~M| < e. We have

@1 (ma™")| :H\cos )

> H | cos(ma™7)|

j=—00

=:c1 >0,

by our earlier observations.
Write ¢ = Aa™™ — b=, and note that by the definition of ¢, and
using that |ob’| < e for j > 0,

dist (bj_M +oV,Z+ %) > ¢/2,
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forall j =0,..., M. Thus, using (4.3) and that 0 < b < 1, we get that
the products

1:[ | cos(n (/M + ob)))|

are uniformly bounded below by some constant c¢; > 0 independent of
M.
Using this, we estimate:

|®y(ra™N)| = H | cos(m(b™™ + o)V

::Ii|am@¢w—M-%aw»|11\coaww—M<1+obM»\

> ¢z [F(p) (m(1 + ab™))].

Recall that F(u)(7) # 0; thus F(u)(m(1 + ob™)) is bounded away
from zero for sufficiently large M.
We have shown that ® is bounded away from zero on the set

{ma™ :|a™ X = b™M| < £ for some large M € N}.

Since, by assumption, the set above is infinite (hence unbounded), this
shows that ®(£) - 0 as £ — o0, so 1/271) is not absolutely continuous.
By The Jessen-Wintner law of pure types (see, e.g., [I, Theorem 3.26]),

it follows that I/é"b is singular, as claimed. O

5. REMARKS AND OPEN QUESTIONS

We finish the paper with some generalizations, remarks and open
problems.

General self-similar sets. The sets C; are among the simplest
examples of self-similar sets. Recall that a set C' C R is said to be
self-similar if there are affine maps f;(x) = \jx +1¢;, i =1,...,m, with
|Ai] <1, such that

C=Uﬁ@)

If all the \; coincide, we say that C' is an homogeneous self-similar
set. It is not hard to see that the proof of Theorem [[.1] extends, with
minor modifications, to the restrictions of Hausdorff measure to pairs
C, C" of homogeneous self-similar sets satisfying the strong separation
condition. In the case of sets, it is possible to reduce the general self-
similar case to the homogeneous one, by observing that any self-similar
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set contains an homogeneous one of arbitrarily close dimension; see [9,
Proposition 6]. However, for measures such reduction does not work,
and we do not know if Theorem [[.1]is valid for measures on arbitrary
self-similar measures.

Bernoulli convolutions. Notice that the definition of u; as the
distribution of a random sum makes sense whenever ¢t € (0,1); if ¢ >
1/2 then the support of p; becomes an interval. The family p, for
t € (0,1) is known as the family of Bernoulli convolutions. The
proof of Theorem M.1] applies, with minor modifications, also in the
case where a or b are in (1/2,1). The case a = 1/2 (or b = 1/2)
is exceptional, since ji1/5 is the restriction of Lebesgue measure to its
supporting interval. Pisot numbers also play a prominent role in the
study of Bernoulli convolutions: the only parameters ¢t € (1/2,1) for
which p; is known to be singular are reciprocal of Pisot numbers; on
the other hand, Solomyak proved that pu, is absolutely continuous for
almost every t € (1/2,1). The reader is referred to [15] for a proof of
these facts and further background on Bernoulli convolutions.

The measure of C, + \C,. In [9] it was asked whether C, 4+ C,, has
positive Lebesgue measure whenever d, + d, > 1 and logb/loga ¢ Q.
Theorem A1 suggests that C, + A\C}, may have zero Lebesgue measure
for some nonzero values of A if 1/a and 1/b are Pisot numbers, but we
do not have a proof. Even in this case, it could still be that C, + C
has positive measure, but one would need a different method of proof.

Natural measures on C, + C,. Besides p, * 115, other possible nat-
ural measures on C, 4+ Cj, are the restrictions of Hausdorff and packing
measures in the appropriate dimension. However, Eroglu [2] proved
that

Hdatds (Co+ Cy) =0,

for all a,b such that d, + d, < 1. We do not know whether C, + C}
has positive d, + dp-dimensional packing measure when logb/loga is
irrational (it is easy to see that it is finite).

Sums of more than two central Cantor sets. Let aq,...,a; be
a collection of real numbers in (0,1/2) which is linearly independent

over Q. Then
D(ptay * ... % ftg,) = min(dy, + ...+ dqg,, 1).

The proof of this is similar to that of Theorem [L.T. We sketch the main
differences. The space X becomes the family of all k-tuples of finite
words with elements in {0,1}. A family {X,,} of subsets of X is then
constructed, with the property that if £ € X,,, then each parallelepiped
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Q(&), defined in the obvious way, has size

n n
a;” X a?’eRZ (0)/62 X ... a?eRk (0)/6k7

where 3; are real numbers (the analogous of ), and Rao,..., R, are
rotations of the circle. It follows from the hypothesis of linear indepen-
dence that

R(ZL’Q, N ,[L’k) = (Rg(l’g), ey Rk(l'k))

is a uniquely ergodic transformation of the (k — 1)-dimensional torus.
Instead of a single family {Y,,}, now 2¥~! auxiliary families are required
(one for each subset of {2,...,k}). Details are left to the reader.

Li-dimensions. The LY dimensions of a measure generalize the
concept of correlation dimension. We define them only for ¢ > 1 since
that is the case we are interested in. Let

and set

Thus Ds(v) equals the lower correlation dimension of v. The L% di-
mensions are of fundamental importance in multifractal analysis, see
for example [3]. In general, there is no projection theorem for L9-
dimensions for ¢ > 2: the L%-dimension can drop for all orthogonal
projections, even for very simple measures like arc length on the unit
circle. However, the rest of the proof of Theorem [L.1l extends to L9
dimensions for any ¢ > 1. In particular, the analogue of (31l holds
for Li-dimensions, with an almost identical proof. Applying Furman’s
Theorem and the subadditive ergodic theorem as in the proof of The-
orem [[LT], we obtain the following result:

Theorem 5.1. Let ¢ > 2. If
Dy(pa* (0 Sy,})) > d
for some Ao > 0, then
Dy(pta * (10 S51)) > d
for almost every A > 0.
This is related to the investigations in [6].
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