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Abstract

The cover time of a graph is a celebrated example of a parameter that is easy to ap-
proximate using a randomized algorithm, but for which no constant factor deterministic
polynomial time approximation is known. A breakthrough due to Kahn, Kim, Lovasz and
Vu [25] yielded a (loglogn)? polynomial time approximation. We refine the upper bound
of [25], and show that the resulting bound is sharp and explicitly computable in random
graphs. Cooper and Frieze showed that the cover time of the largest component of the
Erdés-Rényi random graph G(n,¢/n) in the supercritical regime with ¢ > 1 fixed, is asymp-
totic to ¢(c)nlog®n, where p(c) — 1 as ¢ | 1. However, our new bound implies that the
cover time for the critical Erdds-Rényi random graph G(n,1/n) has order n, and shows how
the cover time evolves from the critical window to the supercritical phase. Our general esti-
mate also yields the order of the cover time for a variety of other concrete graphs, including
critical percolation clusters on the Hamming hypercube {0,1}", on high-girth expanders,
and on tori Z¢ for fixed large d. This approach also gives a simpler proof of a result of
Aldous [2] that the cover time of a uniform labeled tree on k vertices is of order £%/2. For
the graphs we consider, our results show that the blanket time, introduced by Winkler and
Zuckerman [45], is within a constant factor of the cover time. Finally, we prove that for any
connected graph, adding an edge can increase the cover time by at most a factor of 4.

*Department of mathematics, University of British Columbia, Research partially supported by NSERC
(Canada) and the Peter Wall Institute of Advanced Studies. Email: barlow@math.ubc.ca

fDepartment of statistics, University of California at Berkeley, partially supported by Microsoft Research.
Email: jding@berkeley.edu

tDepartment of Mathematics, Massachusetts Institute of Technology. Email: asafnach@math.mit.edu

$Microsoft Research. Email: peres@microsoft.com


http://arxiv.org/abs/1001.0609v2

1 Introduction

The cover time t.ov(G) of a graph G is the expected number of steps a simple random walk takes
to visit every vertex of the graph G, starting from the worst possible vertex. It has been studied
extensively by computer scientists, due to its intrinsic appeal and its applications to designing
universal traversal sequences [4,[8,[9], testing graph connectivity [4,26], and protocol testing [36];
see [1] for an introduction to cover times.

Sophisticated methods to estimate the cover time have been developed [18,[19,25/35]. One
of the most precise bounds was obtained by Kahn, Kim, Lovész and Vu [25]. They gave poly-
nomially computable upper and lower bounds that differ by a factor of order (loglogn)?. This
breakthrough left several questions open:

(i) Can the bounds in [25] be represented by an explicit formula for concrete graphs of interest?
(ii) For such graphs, can the (loglogn)? factor be removed?

In this work we improve the upper bound from [25] and show the resulting estimate is sharp
up to a constant factor, and explicitly computable, for a large variety of graphs, in particular
random graphs.

Let G = (V, E) be a simple graph and write Reg(z,y) and d(x,y) for the effective resistance
and graph distance between two vertices x,y € V, respectively. See e.g. [33] or [31] for definitions
and properties of effective resistance. It is known that Reg(z,y) < d(x,y) and that Reg(-,")
forms a metric on G. For x € V and a real number R > 0 we write Beg(x, R) for the ball of
radius R in the resistance metric, that is,

Besr(z, R) = {v € G : Regr(z,v) < R}.

Theorem 1.1. Let G = (V, E) be a finite graph with diameter R in the resistance metric. For
i €N, let A; = Ai(G) be a set of minimal size such that

¢c Beﬂc(v,g), (1.1)

vEA;

and write a; = 27" log |A;|. Then there exists a universal constant C' > 0 such that

teow < C (228218 /ai)* R|E. (1.2)

The right hand side is approximable up to constant factors in polynomial time, see Remark
Theorem [Tl is a refinement on [25], in which it is shown that

max o; R|E| < teoy(G) < C(loglogn)? - max a; R|E|. (1.3)

The lower bound is a variant of Matthews’ estimate for cover times [35], and the upper bound
is the main contribution of [25]. We refine the methods of [25] to deduce the stronger statement

of Theorem [[.1] (clearly, (Ziozgf loam /a;)? < (logy log n)? max; ;). This new bound turns out to
be sharp in many concrete examples where we can show that max; a; and (Eiozgf logn /)% are

of the same order. Such examples are presented in Theorems and [[3] below.

Cooper and Frieze [11] studied the cover time of the largest component of the Erdés-Rényi
[16] random graph model G(n, p), that is, the random graph obtained from the complete graph



K, by retaining each edge with probability p independently. It is well known that if p = =
for some ¢ > 1, then the largest connected component, Cy, is of size about xn with probability
tending to 1, where z = z(c) is the unique solution in (0,1) of x =1 — e~“*. Cooper and Frieze

[11] established the asymptotics for the cover time in this regime,

cx(2 —x)

2 . —_ _\= "
teov(C1) ~ p(c)nlog”n  with — ¢(c) = 4(cx — log c)

with probability tending to 1 as n — oc.

Since ¢(c) tends to 1 as ¢ — 1, one might be tempted to guess that t., (C1) for G(n,1/n) is of
order nlog?n. However, it is known [39] that the maximal hitting time between two vertices in
Cy is typically of order n, so Matthews bound [35] shows that te,(C1) is at most O(nlogn). In
fact, in G(n,1/n) the largest component C; is roughly of size n?/3 [7,17,32], and with probability
uniformly bounded away from 0 it is a tree. Aldous [2] proved that a random tree on k vertices
has cover time of order k%2 (see Theorem B2 for a precise statement and an alternative proof).
Combining these facts yields that t.oy(C1) in G(n, %) is of order n with probability uniformly
bounded away from 0. In the following theorem we show that this probability tends to 1, and
moreover, we show how the order of the cover time continuously evolves from the critical regime
¢ =1 to the supercritical regime ¢ > 1.

Theorem 1.2. Let teoy(C1) denote the cover time of largest component of G(n,p) and let A € R
be fized and £(n) > 0 be a sequence such that (n) — 0 but n'/3e(n) — co. Then

(a) If p= l_e(n), then for any § > 0 there exists B > 0 such that

n

P(B_ls_3 log3/2(53n) <teov(C1) < B5_3log3/2(53n)> >1-94.

(b) If p = W, then then for any § > 0 there exists B > 0 such that

]P’(B_ln < teov(Cr) < Bn) >1-9.

(c) There exists a constant C > 0 such that if p = L) then

n J

]P’(C_lnlog2(53n) <teov(C1) < Cn log2(€3n)> — 1.

Theorem [I.1] also allows us to prove sharp bounds on cover time for critical percolation
clusters, even when the underlying graph is not the complete graph. Given a graph G on n
vertices and p € [0, 1], the random graph G, is obtained from G by retaining each edge with
probability p independently. In the special case of G = K, this yields the Erdés-Rényi graph
G(n,p). For a vertex v € G we write C(v) for the connected component in G, containing v, and
denote by C; the largest connected component of G,. We are interested in critical percolation
in which |C;] =~ n?/3. This occurs in numerous underlying graphs G. A partial list of examples
is:
14+0(n"1/3)

n 9

1. The complete graph on n vertices [7,17,[32] with p =

2. A random d-regular graph [38,[41] with p = %11/3),



3. Expanders of high girth and degree d [37] with p = %{1/3),

4. The Hamming hypercube {0, 1} [6] with p satisfying E,|C(v)| = ©(n'/3),

5. Discrete tori Z&, for large but fixed dimension d with p = p.(Z?) or p satistying E,|C(v)| =
O(n'/3) [6,21,22].

In all the examples above it is known that for any J > 0 there exists B = B(d) > 0 such that
P,(B™'n?? <|Ci| < Bn*3) >1-4.

The following theorem is a generalization of part (b) of Theorem [[.2] and states that in these
cases tcov(C1) has order n. This means that the cover time of the largest component has the
same order as the cover time of a random tree on the same number of vertices. We note that
unlike the G(n,p) case, in examples 4 and 5, the probability that the largest component is a
tree tends to zero as the volume grows, so the Aldous estimate [2] does not apply.

Theorem 1.3. In ezamples 1 — 5 above, we have that for any 6 > 0 there exists B = B(J) > 0
such that
P,(B™'n < teoy(C1) < Bn) >1-34.

In fact, in Section Bl we provide a general criterion for the conclusion of Theorem [[3] to hold,
which applies to examples 1 — 5, see Theorem [B11

Remark. The blanket time B is the expected first time when the local times at all vertices
are within a factor of 2 from each other (the local time at a vertex v is the number of visits to
v divided by the degree of v). This quantity was introduced by Winkler and Zuckerman [45]
(we use the definition of [25]) who conjectured that B = O(tcoy) for any graph. The bounds in
Theorems 1.1 — 1.3 also apply to B in place of t.oy. This will be clear from the proofs.

Finally, it is natural to guess that adding edges to a graph can only decrease the cover time.
However, this is not the case, as shown by the following example. Let K be the graph obtained
from K, (the complete graph on n vertices) by adding a new vertex v and connecting it to one
vertex of K,. The cover time of K is easily seen to be n?. On the other hand, if we replaces
K,, by H,, a bounded degree expander on n vertices, and construct H; by adding a new vertex
v and connecting it to one vertex of H,,, then the cover time of H) is of order nlogn. Since H};
is a subgraph of K on the same n + 1 vertices, we conclude that adding an edge to a graph
may increase the cover time. The increase is at most by a constant factor:

Proposition 1.4. Let G be a connected graph and let u,v € G be two vertices. Let GT be the
graph obtained from G by adding the edge {u,v} (if an edge connecting these two vertices already
exists, then we add a multiple edge, and if w = v, then we add a loop). Then we have

teov(GT) < dteoy (G) .

2 Proof of Theorem [1.1]

Let Sy be a simple random walk on G, and for an integer ¢ > 0, define the local time L} of a
vertex v € V by

t
1

LY £ d_zl{SkZU}’ forallve VandteN, (2.1)
Y k=0

4



where d,, is the degree of vertex v. Furthermore, let 77 = min{t € N: L} = k/d,} be the time
of the k-th visit of the random walk to v. The following lemma of [25] implies that if the local
time at a vertex w is large, then with high probability, the local time is also large at vertices v
that are close to u in the resistance metric.

Lemma 2.1. [25, Lemma 5.2] For all u,v € V, numbers A > 0 and t € N we have

Pu (Lt — Ly > V) < exp ( ~ gy

We use an idea of Kolmogorov [42] page 91]. For all ¢ > 1 and for each u € A;, we can always
select v € A; 1 such that Reg(u,v) < 270"V R (see (ILI))). Write v = h(u). Set o, = a; v 272
and define

T =128(32,\/al)? and B = —~—"— for all i € N.

z 1 vV
Forie N, let t; = (1 — Z; 1 B3)¥, and for u € A; define Mz(u) to be the difference of the local

times of vertices h(u) and u at time 7, * hu )R, by

M()—tZ 1R Lh(u)

ti—1R
Lemma [2T] then gives that

(B;¥R)? ) <
4R2_(i_1) . ti_lR B

_9t+1 7
2 g

P(Mi(u) > BUR) < exp ( —
Define M; = max M;(u). Recalling the definition of o; and «, we apply a union bound and get
UEA;

| —2it+ly

P(M; > B;UR) < |A4;le i< e ol

It follows that
[ 7 2
. > B, <M e <y -2 2 .
P(UzZl{MZ = BZ\I’R}) > £ € = - € =3 (2 2)

Now, take v € V and write 7., for the cover time of the random walk. Provided that the
event M = Ni>1{M; < Bi¥ R} occurs, we have that LY, > (1=>2%_; Bi)) ¥R for all u € A; and
hence Lﬁ\iR > WR/2 by the definition of ;. In particular, on the event M every vertex in the
graph should have been visited at least once. Combined with (2.2]), it follows that

2
PU(TCOV > T\%R) < g s

and hence EyTeoy < 3E,7y 5. The expected return time to v satisfies E, T, = 26‘5‘ whence

EyTeov < 3YRA,E, T, = 6VR|E|. (2.3)
Since the above holds for all v € V, we have t., < 6WR|E|. Note that |4;] < n for all
1 € N and hence EiZlogz logn VO = O(1). Observing also that o; < of + 2712 we get U <

256((2log2 logn V@i)* +16). It completes the proof of the theorem together with the fact that
> 1log 2 (since |4| has to be at least 2).



Remark 2.2. Note that the sum ) ,\/o; can be easily approximated up to constant.  To
see this, one can use greedy algorithm to find a maximal collection of centers A; such that
{Begr(v,2 OtV R) : v € A;} forms a collection of disjoint balls. Thus, |A;_1| < |A;] < |4;| and

53 2ol < 3 v < 3y og Al

3 Cover time of critical percolation clusters

We are interested in critical percolation in which |C1| ~ n%/®. This occurs in numerous underlying
graphs G as listed in the introduction (examples 1 — 5). Recall the definition of G,, and write
dg,(z,y) for the length of the shortest path between 2 and y in G, or oo if there is no such
path. We call d the intrinsic metric on G. Define the random sets

Bp(:EvT;G) = {’LL : de(ﬂj‘,u) < 7"}, aBp(ﬂj‘,T‘; G) = {u : de(ﬂj‘,u) = T}v
and the event Hy(z,7;G) = {8Bp(:n,r; G) # (Z)} . Finally, define

Lp(x,r;G) = sup P(Hy(z,rm;G")),
G'cG

where PP here is the percolation probability measure over subgraphs of G’. The reason for taking
a supremum in the definition of I', is that the event Hy(z,7;G) is not monotone with respect
to edge addition (indeed, adding an edge can potentially shorten a shortest path and make
O0B,(x,r; G) empty even if it were not empty before). The quantity I'j, is called the intrinsic
metric arm exponents and was introduced in [39], see Theorem 2.1 of that paper for further
details there.

Theorem 3.1. Let G = (V, E) be a graph and let p € [0,1]. Suppose that for some constants
c1,co > 0 and all vertices x € V' the following two conditions are satisfied:

(@) E|By(z,m;G)| < iy (i) Tp(z, 75 G) < co/7.
Then for any 5,0 > 0 there exists B > 0 such that

IP’(HC with |C| > An?? and teoy(C) ¢ [B_ln,Bn]> <4,
Proof. The fact that there exists B > 0 such that
IP’(HC with |C] > 8023 and teoy (C) < B—1n> <5/2,
follows immediately from the corresponding lower bound on the maximal hitting time, see part
(c.2) of Theorem 2.1 of [39] and Lemma 4.1 in that paper. Also from [39] we have that for any
3,8" > 0 there exists D = D(f3,¢") > 0 such that

P(|C(v)| > An?/3 and diam(C(v)) & [D_lnl/g,Dnl/?’D < §'nY3, (3.1)

To see this, combine (3.1) and (3.3) of [39]. Denote diameg(C(v)) for the diameter of C(v)
according to the resistance metric. We first show that with high probability components of size



n?/3 have diameg of order n'/3. Indeed, the upper bound follows immediately from Theorem
2.1 of [39] and the fact that Reg(x,y) < d(z,y). For the lower bound, we use Proposition 5.6 of
[39], the Nash-Williams inequality and (3] to deduce that for large enough D = D(8,d") > 0
we have

P(|IC(v)| > An?/? and diameg (C(v)) < D~ 'n!/3) < §'n=1/3. (3.2)

We now proceed to construct covering sets of G on different scales. Fix an integer ¢ > 0 and
we define a sequence of radii {r;},<5p29: which have the following properties:

(G =12 _ el

550 <r; < 5D (c) EOB,(v,r;;G) < 4D%c 2"

(@) ro=0, (b)

This is possible by condition (i) of the theorem, which implies that for each j < 2D?2

jnt/3/(2D2%)
Z E0B,(v,4;G) < aDn'/?
(=(j—=1/2)n!/3/(2D2")

and so there must exists £ € [(j — 1/2)n'/3/(2D2%), jn'/3/(2D2)] such that r; = ¢ satisfies
condition (c). Given such radii {r;} we say that a vertex u € 0By(v,7;;G) is i-good if there
exist a path between u and 0Bp(v,rj11;G) which does not go through By(v,rj;G). We now
construct a sequence of sets {A}} which will serve as a covering. Define

Al = U {u € dB,(v,rj;G) : uis i-good} .
j<2D22i

Observe that if diam(C(v)) < Dn'/3 then we have that

C(v) C U By (u, 2_iD_1n1/3;G).

ucA

Furthermore, if in addition R = diameg(C(v)) > D~ 'n'/3, then we have that C(v) C
UueA; Bp(u, 27'R; G). Given these two events and the fact that Bp(u,r; G) C Begr(u,r;C(v)),
we deduce that

Cw) C |J Begr(u.27"RiC(v))

u€Al
and therefore |4;| = |A4;(C(v))| < A} for all i € N (see (LI))). By (81) and (B.2), we get that
P(IC(v)| > Bn?/3,3i e N : |Al] < |4;]) < 26'nY/3. (3.3)
Now, by condition (ii) of our theorem and our construction of {r;} we get that

4Dy 20

W < 16D3610222in_1/3 .

E[A] < Y E0B,(v,r;;G)-

j<2D22i

So we can choose a large integer m = m(cy, c2, D, d") such that

o0 i > 16D3 92i,,—1/3
oA 2 o) < 30 BEAETI L < g, (3.4

m-2/2
i—1 i—1 €



Recalling that (see Theorem [LT)) a; = 27" log | A;| and combining the above estimate with (3.3,
we obtain that

P([C(v)] > An?/3, 32 Vai > 4m) <P(|C(v)| > An?/3,3i € N : |4} < |A;)

+ 3 P(lAY > ™) < 36013, (3.5)
=1

We say that C(v) is bad if |C(v)| > fn*/? and one of the following holds:

e >, Va; > 4m, or
o diameg (C(v)) > Dn'/3, or
e |E(C(v))| > Dn?/3.

By (33) and Theorem 2.1 of [39] we learn that we can choose D large enough so that the
probability that C(v) is bad is at most 56’n~'/3, whence EX < 56'n?/3. Note that if there exists
v such that C(v) is bad, then X > fn?*?3. By Theorem [Tl we learn that there exists some
large constant B = B(D,m) such that if |C(v)| > An?/® and te (C(v)) > Bn, then C(v) is bad
(taking B = 16Cm?2D?, where C is the constant of Theorem [[.T] suffices). Hence, by Markov’s
inequality

IP’(HC with |C| > An*? and teow(C) > Bn> < P(X > fn¥3) <588,
which concludes the proof of the theorem by setting ¢’ = §/(100). O

Proof of Theorem [T.3l. We only need to show that the conditions of Theorem [B.I] holds in
examples 1 — 5. Indeed, it is shown in [39] that the conditions hold for examples 1 — 3, and
in [29] and [30] it is shown for examples 4 — 5. In [21122] it is shown for example 5 that at
p = p(Z%) the largest cluster size is of order n?/3. O

We will require the following result of Aldous [2]. For the reader’s convenience we provide a
simpler proof of this theorem based on Theorem [I.11

2

Theorem 3.2. Let T be a Galton-Watson tree with progeny mean 1 and variance o* < 0o.

Then for any § > 0 there exists A = A(5,0?) > 0 such that

P(teov(T) & [A™KY2, ARY2] | |T| € [k, 2K]) < 6.

Proof. This is very similar to the proof of Theorem Bl Firstly, we claim that there exists
D > 0 such that

P(diam(T) ¢ [D~'k'?, DEY?),|T| € [k, 2k]) < k~1/25/2.

Indeed, it is a classical fact [27] that P(diam(T) > Dk'/?) = O(D~'k~'/2). Furthermore, the
expected number of particles in T up to level D~*kY/2 is precisely D~1k'/2, and the event
{diam(T) < D~'k'/2 |T| > k} implies that this quantity is at least k. Hence by Markov’s
inequality we have that P(diam(T) < D~'kY2)|T| > k) < D~1k~1/2,



Now, for each ¢ we define r; = j27 1Dk for j = 0,...,271D? and define Al to be the
set of particles at level r; which survive up to level r;41. As in the proof of Theorem B.1], if
diam(T) € [D~'k'/2, Dk'/?], then

TC ) Beg(u,27'R:T),
ucA

where R is the diameter of T" with respect to the resistance metric. Now, for each j the expected
number of particles in level r; is precisely 1 and for each, the probability of surviving up to
level ;41 is of order (rj.1 —r;)”" (see [27] again), hence E|A}| < C22F2D3k~1/2 and the proof
continues as in ([3.4) to show using Theorem [I.T] that there exists A such that

P(teoy(T) > AR | |T)| € [k, 2k]) < k~'/%6/2.

Let L be the offspring random variable of T. We have that |T'| is distributed as the first hitting
time of 0 of a random walk starting 1 with increments distributed as L — 1 (see exercise 5.26 of
[33]). We use this and Theorem 1la of chapter XII.7 in [20] to deduce that

P(|T| € [k, 2k]) = (1 + o(1))Ck/?,

for some constant C' > 0. This gives the required upper bound on the cover time. The corre-
sponding lower bound follows immediately from the lower bound on the maximal hitting time,
which we obtain via the vk lower bound on the diameter of T together with commute time
identity. O

Proof of part (a) and (b) of Theorem Part (b) of the theorem follows immediately
from Theorem [B1] so we are only left to prove part (a). In this case it is known that the largest
cluster is a uniform random tree of order =2 log(e®n) (see [23]). It is a classical fact (see chapter
2.2 of [28]) that a uniform random tree of size k is distributed as a Poisson(1) Galton-Watson
tree T conditioned on |T| = k. Hence the following statement concludes the proof: let T be a
Poisson(1) Galton-Watson tree, then for any ¢ > 0 there exists A > 0 such that

P(teov(T) & [A7KY2, AKP2)||T| = k) < 6. (3.6)

Note that this assertion does not immediately follow from Theorem To fill in the gap, we
will infer from a result Luczak and Winkler [34], that there exists a coupling between a random
tree T, of size k and a random tree Ty of size k 4 1 such that T}, C Tjy1. This together with
Theorem shows the the upper bound on the cover time of (8.6]) and concludes the proof (the
lower bound on the cover time is easier and follows, as in the remark above, by the easy lower
bound on the maximal hitting time).

To see that such a coupling exists write 7, ,gd) for a Bin(d, 1/d) Galton-Watson tree conditioned
on being of size k. Theorem 4.1 in [34] shows that there exists a coupling between T]id) and
T ]gf_)l such that T,gd) C T,g:l_)l. Now, for any fixed k£ we may take d — oo and we get the required
coupling between Poisson(1) Galton-Watson trees. This concludes our coupling since the latter
trees are uniform random trees. O



4 Cover time for mildly supercritical Erd6s-Rényi graph

In this section, we prove Part (c¢) of Theorem [[L2] which incorporates the order of the cover
time for the largest component of Erdés-Rényi graph G(n,p) with p = 1+€ , where ¢ = o(1) and
e3n — 0o. Our proof makes use of the following structure result of [12].

Theorem 4.1. [12] Let C; be the largest component of G(n,p) for p = £ where en — oo
and e — 0. Let p <1 denote the conjugate of 1+ ¢, that is, pe ™" = (1+e)e™ (A+e) . Then C is
contiguous to the model C1 constructed in the following 8 steps:

(a) Let A ~ N (1+e—p, L) and assign i.i.d. variables D, ~ Poisson(A) (u € [n]) to the
vertices, conditioned that ) Dy1p,>3 is even. Let N, = #{u : D, = k} and N =
> k>3 Ni. Select a random graph K on N wvertices, uniformly among all graphs with Ny,
vertices of degree k for k > 3.

(b) Replace the edges of K by paths of lengths i.i.d. Geom(1 — p).

(c) Attach an independent Poisson(u)-Galton- Watson tree (PGW tree in what follows) to each
vertez.

That is, P(C, € A) — 0 implies P(C, € A) — 0 for any set of graphs A.

By the above theorem, it suffices to analyze the cover time of C;. In what follows, we will
repeatedly use some known facts about C; and one can see [121[13] for references.

4.1 Lower bound

We first show that w.h. p there are (¢3n)'/4 attached trees, as in part (c) of the construction
of Cy, of height at least 1 s log(3n). To this end, note that the height H of a PGW(u) tree
satisfies the following for some constant ¢ > 0 (see, e.g., [13, Lemma 4.2])

P(H > e “log(en)) > ce(e’n)” 1/240(1) (4.1)

where we used the fact that p = (1 — (1 + o(1))e). It is an immediate consequence of parts (a)
and (b) of the construction of C; that w.h.p. there are (2 + o(1))e?n i.i.d. attached PGW ()
trees. Hence, by (@), we learn that with high probability there are at least (e3n)'/* PGW trees
of height at least %5_1 log(3n). Now, take exactly one leaf in the bottom level from each of
these trees and denote by B the set of these leaves. We will use the following lemma (see, e.g.,
[44], and also see [33], Proposition 2.19]) to bound the hitting time between vertices in B.

Lemma 4.2. Given a finite network with a vertex v and a subset of vertices Z such that v & Z.
Let vol(-) be the voltage when a unit current flows from v to Z and vol(Z) = 0. Then we
have that E,[1z] = 3,y c(z)vol(x), where c(x) =3, ., c(x,y) and c(z,y) is the conductance
between (x,y).

In our setting, c¢(z,y) = 1 if (z,y) is an edge of Ci1, and otherwise c(xz,y) = 0. Let u,v € B,
and let T'(v) be the attached PGW tree that contains v. It is clear that for all w & T'(v) the
effective resistance between w and v satisfies Reg(w,v) > (2¢)7! log(e3n). Now, if a unit current
flows from u to v and the voltage at v is set to be 0, we can then deduce that the voltage at
vertex w is at least (2¢)7'log(e3n), for all w ¢ T'(v). Note that w.h.p. simultaneously for all

10



v € B we have |C; \ T(v)| = (2+ o(1))en (see [12]) and we then assume this. Lemma 2] then
yields that for all u,v € B

E. 7y > (26) " Hog(e®n)(2 + o(1))en = (1 + o(1))nlog(e3n).

At this point, an application of the Matthews lower bound [35] (see also, e.g., [31]) stating that
for any subset A C G we have teo, (G) > log |A| min, yea E, 7, completes the proof of the lower
bound. 0

4.2 Upper bound

In this section we establish the upper bound on the cover time. In light of Theorem [T}, it suffices
to show that w.h.p. for C; we have that |A;| < (¢°n)* simultaneously for all i > 1. Let R be
the diameter of C; in resistance metric. As shown in [13], with high probability the diameter
in graph metric is (3 + o(1))e~!log(e®n) and also the two highest attached trees have height
(14 0(1))e L log(e3n) each. Tt implies that (2 + o(1))e ! log(e3n) < R < (3 + o(1))elog(e®n)
w.h.p., and we assume this in what follows.

Fix ¢ € N, we now construct A; such that balls of radius 27'R around vertices in Al form
a covering of C;. We first cover the 2-core H of C; by balls of radius 2~ G*YR. To this end,
consider the disjoint balls of radius 2~ ("t2 R that can be packed in . Take such a maximal
packing and denote by A;l the set of these centers. Since the packing is maximal, we have that

HC |J Bes(v,270tVR).
vEA] |
Since Reg(z,y) < d(z,y), it follows that |Beg(v,2 -t R) N H| > 2=+ R for all v € Ay
Therefore, since the balls Beg(v,2~ T2 R) for v € Aj | are disjoint, we conclude that |A] | <
4-2'H|/R.
We now turn to cover the attached trees. For a rooted tree T, let H(T') be the height of T.

For v € T, denote by T, the subtree of T rooted at v that contains all the descendants of v.
Also, denote by Ly the vertices in level k2-0+D R of T. Define

Fr2u {velLy:H(T,) >2 0+tVR}.
Let 7 be the collection of attached PGW trees in C; and let Aj 5 = UrerFr. Defining A} =
A U Aj,, we deduce from the definition that C1 C U,e A1 Bege (v, 27'R). It remains to bound
|Aj o|. Using [I3, Lemma 4.2] again, we obtain that for a PGW(u) tree 7" and some absolute
constant C,
Ce, if 2¢ < log(e3n),

. 4.2
if 20 > log(e3n) . (4.2)

—(i+1
P(H(T) > 2 <+>R)<{ L
92—+ R

Also, it is immediate that E[|L|] = usz(Hl)R. Furthermore, by the Markov property, given
|Lg| the set {T, : v € Ly} is distributed as |Ly| independent copies of T. By this and (£2]) we
get that for some absolute constant C' > 0

E[Pr] =) ENve Ly: H(T,) 2 27 VRY = 3 E[|LiJP(H(T, = 27V R))

k>1 k>1

< > k1 MkriR/i -Ce < C%, if 2¢ <log(e?n),
= ~(i+1 ; o

> k1 k2 R. 72,(2%)}2 < CO22% /R if 20 > log(e®n).
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Hence, we can always get E[Fr] < C2c2%. Furthermore, it is known that |H| = (2 + o(1))e?n
with high probability so we may assume this. By Markov’s inequality and the fact that \A;l\ <
4 - 24H|/R = o((*n)*) we have that

ElAial)  _ |HIE[F]
(e3n)? —[Aj,] (1 +o(1))(e?n)*
< (24 0(1))C%3n2% (3n) 7% < 0(1)C*(Pn/8) 727D,

P(|A]] > (£°n)*) = P(| A o] > (£°n)* — |4} ,]) <

A simple union bound gives that with high probability |A;| < (e3n)? simultaneously for all
i > 1. Recalling the facts that |E(C1)| = (2+0(1))en and R < 3+ 0(1)e~! log(e3n), we conclude
the proof of the upper bound by an application of Theorem [I.11 d

5 Proof of Proposition [1.4]

We may assume that |E(G)| > 2. Let 7 be the stationary distribution of G and let {S;" };>¢ be
a random walk on G starting from the initial distribution 7 (note that 7 is not the stationary
distribution for G*). Let 7p = 7, = 0 and for all i > 1 define

= min {¢t > 7/_; : {S;", 51} = {u,v}}, X; = Sﬂ', and 7/ 2 min{t > 7, : S = X;}.
Write T; = {t : 7; <t < 7/} and for all ¢ € N further define
D(t) = mink : [0, K] \ UZ, T3] = ¢}
Now let S; = Sj}f(t).
to see that, one just need to note that S; is obtained from S;” by omitting all the excursions
started with traveling through the edge (u,v). Let 7¢o, be the first time when S; visits every
vertex of G and it then remains to bound E[® (7o )]
To this end, it is more convenient to consider the first time 7%, when S; visits every vertex of

G and returns to the starting point. We wish to bound the number of steps spent on the above
defined excursions before 77 ,. Define

We first claim that S; is a simple random walk on the graph G. In order

Lu(th) = [{t <70, St =u}| and Ly(r%,) = |[{t < Sfov'St—
Nu(té) = [{i: T, €[0,®(7,)], Xi = u}| and Ny(rs,) =|{i: T C [O (7

COV COV - U} ‘

Note that every time when Sy = u, the corresponding random walk Sg(t) is also at u and has

chance ﬁ to travel to v and thus starts an excursion, and moreover, once started the number
of excursions has law Geom(1/(d,, + 1)) independent of {S;}. Therefore, we have

Lu( COV

COV - Z YZZ?

where {( Z;)} are independent and Y; ~ Ber(1/(d, + 1)) and Z; ~ Geom(1/(d,, + 1)). Thus,
[ ( Toow ] = —E[ uw(Téy)]- By [3L Chapter 2, Proposition 3], we know that E[L,(7%,)] =

[ ] and therefore E[N, (7% )] = E[

C

2‘E m T ]- Suppose X; = u, each T; is distributed
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as 1+ 7.5 where 7,7 is the hitting time of S;" to u started at v. Observing that {|T;|} are
independent of N, (7%, ), we can then obtain that

cov

1

Exc(u) = E[| Ui {T; C [0, (7)) : X = u}]] = ME[T&V]O +Ey[r]) -
In the same manner, we derive that
Exe(v) 2 B[l Uy (T3 € [0.9( )] : Xi = 0] = gres Bl (1 + Eulr ).

Note that E,[r,/] + E,[7,[] is the expected commute time between u and v and hence by
commute identity [10], we have E,[r;] + E,[7f] = 2|E(GT)|R" (u,v), where R (u,v) is the

resistance between u and v in GT. Since G is connected, we get RT (u,v) < I g?éﬁi'rl Altogether,

2

teoy (GT) = E[®(Teov)] < teov(G) + Exc(u) + Exc(v) < 3teoy (G) + 7|E(G)|

75v:ov(C7Y) < 4tcov(G) )

where we used the inequality E[77,] < 2t.oy and the assumption that |E(G)| > 2. O

Remark 5.1. If G is obtained from a connected graph G by adding k extra edges, a similar
argument gives that

teon (GT) < (2k+ 1+ %ﬁ)tm(e) .

6 A concluding remark

The bound (L2)) is reminiscent of Dudley’s entropy bound for Gaussian process [15]. Motivated
by this, Ding, Lee and Peres [14] show the link to Gaussian processes is much tighter. In
particular, Talagrand’s majorizing measures bound for Gaussian processes (see [43]) can be
used to estimate the cover time up to a multiplicative constant.
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