NON-AMENABLE CAYLEY GRAPHS OF HIGH GIRTH HAVE $p_c < p_u$ AND MEAN-FIELD EXPONENTS
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ABSTRACT. In this note we show that percolation on non-amenable Cayley graphs of high girth has a phase of non-uniqueness, i.e., $p_c < p_u$. Furthermore, we show that percolation and self-avoiding walk on such graphs have mean-field critical exponents. In particular, the self-avoiding walk has positive speed.

1. Introduction

One of the most well known conjectures in percolation theory, due to Benjamini and Schramm [7], is that $p_c < p_u$ on any non-amenable Cayley graph. In other words, that any non-amenable Cayley graph exhibits a phase of percolation in which infinitely many infinite components exist with positive probability. In this note we show this holds under the additional assumption of high girth.

Theorem 1. For any $\rho < 1$ there exists $L > 0$ such that if $G$ is a transitive graph with spectral radius at most $\rho$ and girth at least $L$, then

$$p_c(G) < p_u(G).$$

Our technique allows us to study the self-avoiding walk in the same setting. We remark that it is somewhat surprising that the analysis of this model relies on our percolation inequality Theorem 5. Recall that the self-avoiding walk of length $n$ on a graph $G$ is the uniform measure on simple paths (no vertex is visited more than once) of length $n$ starting at the origin. It is one of the easiest models to describe in statistical physics, yet is notoriously difficult to analyze or sample due to the lack of Markovian structure (see [19,5] for further details). We write SAW$(n)$ for the endpoint of the walk.

Theorem 2. For any $\rho < 1$ there exists $L > 0$ such that if $G$ is a transitive graph with spectral radius at most $\rho$ and girth at least $L$, then there exists a constant $c > 0$ such that for any vertex $x$

$$P(SAW(n) = x) \leq e^{-cn}.$$

Consequently, the self-avoiding walk has positive speed, that is, there exists some $c > 0$ such that

$$P(d_G(0, SAW(n)) \leq cn) \to 0,$$

where $d_G(x, y)$ denotes the graph distance in $G$ between $x$ and $y$. 
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Our results are similar in spirit to those of Schonmann [23] with one significant difference: Schonmann’s results require that the spectral radius be small, while here we require the girth to be large. This allows us to apply the results for graphs in which the ratio of the Cheeger constant and the degree may be smaller than \(2^{-1/2}\). For example, Olshanskii and Sapir [21] and Akhmedov [3] constructed Cayley graphs \(G_n\) with girth going to \(\infty\) and Cheeger constant uniformly bounded away from 0, but this uniform bound may be arbitrarily close to 0.

1.1. **Background.** Given a graph \(G\), two vertices \(x, y\) of \(G\) and an integer \(n \geq 0\) we write \(p_{\text{SRW}}^n(x, y)\) for the probability that the simple random walk starting at \(x\) visits \(y\) at time \(n\). Recall that the spectral radius \(\rho \in [0, 1]\) of a graph \(G\) is defined by \(\rho = \lim_{n \to \infty} (p_{\text{SRW}}^n(0, 0))^{1/n}\) (this limit always exists, see [26]) and that the girth of \(G\) is the length of the shortest cycle. A graph is said to be non-amenable if \(\rho < 1\).

Given an infinite connected graph \(G\) and \(p \in [0, 1]\) we define \(p\)-bond percolation to be the probability measure \(P_p\) on subgraphs of \(G\) obtained by independently deleting each edge with probability \(1 - p\) and retaining it otherwise. We call the retained edges open and the deleted edges closed. We say that two vertices \(x\) and \(y\) are connected if there exists a path of open edges in \(G\) connecting \(x\) and \(y\) and denote this event by \(x \leftrightarrow y\). The connected component of \(x\), denoted by \(C(x)\), is the set \(\{y : x \leftrightarrow y\}\). We define the critical percolation probability \(p_c\) by

\[
p_c = \inf \{p \in [0, 1] : P_p(\exists \text{ an infinite connected component}) > 0\},
\]

and the uniqueness critical probability \(p_u\) by

\[
p_u = \inf \{p \in [0, 1] : P_p(\exists \text{ a unique infinite connected component}) > 0\}.
\]

A beautiful argument due to Burton and Keane [11] shows that \(p_c = p_u\) on any amenable transitive graph \(G\). Benjamini and Schramm [7] conjectured that \(p_c < p_u\) on any non-amenable Cayley graph. Pak and Smirnova-Nagnibeda [22] showed that for any non-amenable finitely generated group there exists a set of generators for which the resulting Cayley graph has \(p_c < p_u\). Schonmann [23] showed that \(p_c < p_u\) for Cayley graphs in which the ratio between the Cheeger constant and the degree is at least \(2^{-1/2}\) and also for non-amenable Cayley graphs with more than one end (there \(p_u = 1\)). Benjamini and Schramm [8] showed that \(p_c < p_u\) for transitive non-amenable planar graphs. We refer the reader to [16] for further details.

As for the self-avoiding walk, Madras and Wu [20] showed that on some regular tilings of the hyperbolic plane the self-avoiding walk has positive speed. Duminil-Copin and Hammond [12] show that the speed is zero on \(\mathbb{Z}^d\) for any \(d \geq 2\) and Madras [18] gave a lower bound on the expected displacement of the self-avoiding walk on \(\mathbb{Z}^d\). We expect that the statement of Theorem 2 holds for any non-amenable Cayley graph (see Question 5 of [12]).
1.2. **Critical exponents.** In addition, we show that percolation and the self-avoiding walk attain mean-field critical exponents on non-amenable graphs of high girth. These exponents describe the behavior of the system at and near the critical point. Let us define the percolation critical exponents $\beta, \gamma$ and $\delta$, bearing in mind that in general there is no proof that they exist. See [13] for further information.

\[
P_p(0 \leftrightarrow x) \leq \frac{\log c_n}{\mu} + 1, \quad \mathbb{E}[d_G(0, \text{SAW}(n))] \approx n^\nu.
\]
For $z \in [0, \mu^{-1})$ we define the sums

$$G_z(x) = \sum_{n \geq 0} c_n(x) z^n$$

and

$$\chi(z) = \sum_{n} c_n z^n = \sum_{x} G_z(x).$$

Since $\lim c_n^{1/n} = \mu$ it is clear that both series converge and that $\mu^{-1}$ is the radius of convergence for $\chi(z)$. We say that a graph $G$ satisfies the self-avoiding walk bubble condition if

$$\lim_{z \to \mu^{-1}} \sum_{x \in G} G_z^2(x) < \infty.$$

The bubble condition for the self-avoiding walk is the analogue of the triangle condition. It was proven to hold for the integer lattice $\mathbb{Z}^d$ when $d \geq 5$ using the lace expansion by the seminal works of Brydges and Spencer [7] and Hara and Slade [15]. It is a useful condition since for any transitive graph it implies that

$$\chi(z) \asymp \frac{1}{z - \mu^{-1}}.$$  

(see section 4.2 of [5] or [19] for this implication — there the proofs are for $\mathbb{Z}^d$ but a closer inspection shows that they only use transitivity). A standard Tauberian theorem (e.g., Lemma 6.3.3 in [19]) now implies that $\gamma = 1$.

Theorem 4 shows that $\nu = 1$ in the setting of non-amenable graphs with high girth. Here we additionally show that the bubble condition holds as well.

**Theorem 4.** For any $\rho < 1$ there exists $L > 0$ such that if $G$ is a transitive graph with spectral radius at most $\rho$ and girth at least $L$, then the self-avoiding walk bubble condition holds, whence $\gamma = 1$.

**Remark.** We were not able to establish that $c_n = O(\mu^n)$ in this setting. An estimate like that is known in $\mathbb{Z}^d$ but requires much more precise asymptotics on $\chi(z)$ as $z \to \mu^{-1}$ which are unavailable to us.

## 2. PROOFS

The starting point of our proofs is the main result of [6]

**Theorem 5** (Theorem 1 of [6]). There exists a universal constant $C > 0$ such that if $G$ is a non-amenable regular graph with degree $d$, girth $g$ and spectral radius $\rho < 1$, then

$$p_c(G) \leq \frac{1}{d-1} + \frac{C \log(1 + (1-\rho)^{-2})}{dg}.$$  

In particular, the statement of the theorem above implies that for any $\rho < 1$ there exists $L > 0$ such that if $G$ is a regular graph with spectral radius at most $\rho$ and girth at least $L$ we have

$$p_c(d-1) \rho < 1. \quad (2.1)$$

In fact, we will prove the assertions of Theorems [1], [2], [3] and [4] under the assumption $(2.1)$, and so it will always suffice to choose

$$L = \frac{C \log(1 + (1-\rho)^{-2})}{\rho^{-1} - 1},$$

$$\lim_{z \to \mu^{-1}} \sum_{x \in G} G_z^2(x) < \infty.$$
so that (2.1) holds.

The non-backtracking random walk will be a useful tool in the proofs. Recall that this walk is simply the simple random walk not allowed to traverse back on an edge it just walked on, see the formal definition in Chapter 6 of [17]. We write \( p_{\text{nbw}}^n(x, y) \) for the probability that the non-backtracking walk starting at \( x \) visits \( y \) at time \( n \). Next we state two simple bounds relating \( \rho \) (defined for the simple random walk) with the kernel \( p_{\text{nbw}} \). We remark that much more precise estimates are known, but using them will only improve the possible choice of \( L \) in our theorems by a multiplicative constant.

**Lemma 2.1.** For any graph \( G \), vertices \( x, y \) and \( n \geq 0 \) we have
\[
p_{\text{nbw}}^n(x, y) \leq \sum_{j \geq n} p_{\text{srw}}^j(x, y).
\]

**Proof.** The non-backtracking random walk trace can be obtained from the simple random walk by sequentially erasing backtrack moves. In this coupling, if the non-backtracking walk visits \( y \) at time \( n \), then the simple random walk must have visited \( y \) at some time which is at least \( n \). \( \square \)

**Lemma 2.2.** Let \( G \) be an infinite graph with spectral radius \( \rho < 1 \). Then
\[
p_{\text{nbw}}^n(x, y) \leq \rho^n.
\]

**Proof.** It is classical that \( p_{\text{srw}}^j(x, y) \leq \rho^j \) for all \( j \geq 0 \), see [26]. This and Lemma 2.1 yields the statement. \( \square \)

### 2.1. Percolation: proofs of Theorems 1 and 3

For an integer \( n > 0 \) we write \( \{x \leftrightarrow y\} \) for the event that the shortest open path between \( x \) and \( y \) is of length \( n \), so that \( P(x \leftrightarrow y) = \sum_{n=0}^{\infty} P(x \leftrightarrow y) \). For any \( p \in [0, 1] \) we bound
\[
P_p(x \leftrightarrow y) \leq d(d-1)^{n-1} p_{\text{nbw}}^n(x, y) p^n,
\]
since \( d(d-1)^{n-1} p_{\text{nbw}}^n(x, y) \) is an upper bound on the number of simple paths of length precisely \( n \) between \( x \) and \( y \). Lemma 2.2 implies that
\[
P_p(x \leftrightarrow y) \leq \frac{|p(d-1)|^n}{(d-1)(1-\rho)}.
\]

Hence, if \( p \) is such that \( p(d-1) \rho < 1 \) and \( x, y \) are two vertices of graph distance \( R \) in \( G \), then
\[
P_p(x \leftrightarrow y) = \sum_{n=R}^{\infty} P_p(x \leftrightarrow y) \leq C[p(d-1)\rho]R,
\]
where \( C = C(d, \rho) > 0 \) is a constant. In particular \( P_p(x \leftrightarrow y) \) tends to 0 as the graph distance in \( G \) of \( x \) and \( y \) grows. Now, assume that (2.1) holds. Fix \( p > p_c \) so that \( p(d-1) \rho < 1 \) and write \( \theta(p) = P_p(|E(0)| = \infty) > 0 \) for the percolation probability. By the Harris inequality we get that for any two vertices \( x, y \) we have
\[
P_p(|E(x)| = \infty \text{ and } |E(y)| = \infty \text{ and } x \not\leftrightarrow y) \geq \theta(p)^2 - P_p(x \leftrightarrow y).
\]
We now choose \( x, y \) with graph distance \( R \) so large so that the last quantity is positive. Theorem 7.5 in [17] states that the number of infinite clusters is constant almost surely, and is 0, 1 or infinity. This shows that \( p_c < p_w \), concluding the proof of Theorem 1.

We now turn to proving Theorem 3. We use (2.2) to bound the triangle diagram

\[
\sum_{x,y} P_{p_c}(0 \leftrightarrow x) P_{p_c}(x \leftrightarrow y) P_{p_c}(y \leftrightarrow 0)
\]

by

\[
\sum_{r_1, r_2, r_3 = 0}^{\infty} \frac{d^3}{(d-1)^3} [p_c(d-1)]^{r_1+r_2+r_3} \sum_{x,y} P_{\text{nbw}}^{r_1}(0,x) P_{\text{nbw}}^{r_2}(x,y) P_{\text{nbw}}^{r_3}(y,0).
\]

Lemma 2.1 gives

\[
\sum_{x,y} P_{\text{nbw}}^{r_1}(0,x) P_{\text{nbw}}^{r_2}(x,y) P_{\text{nbw}}^{r_3}(y,0) \leq \sum_{n_1 \geq r_1, n_2 \geq r_2, n_3 \geq r_3} P_{\text{srw}}^{n_1}(0,x) P_{\text{srw}}^{n_2}(x,y) P_{\text{srw}}^{n_3}(y,0)
\]

\[
= \sum_{n_1 \geq r_1, n_2 \geq r_2, n_3 \geq r_3} P_{\text{srw}}^{n_1+n_2+n_3}(0,0) \leq \frac{p_c^{r_1+r_2+r_3}}{(1-\rho)^3}.
\]

We get that

\[
\sum_{x,y} P_{p_c}(0 \leftrightarrow x) P_{p_c}(x \leftrightarrow y) P_{p_c}(y \leftrightarrow 0) \leq C \sum_{r_1, r_2, r_3} [p_c(d-1)\rho]^{r_1+r_2+r_3} < \infty,
\]

concluding the proof of Theorem 3.

2.2. Self-avoiding walk: proof of Theorems 2 and 4. We begin by the well known inequality that in any transitive graph \( G \) we have that \( \mu p_c \geq 1 \). Indeed, if \( p \) is such that \( \mu p < 1 \), then

\[
P_{p}(0 \rightarrow S_n) \leq \sum_{k \geq n} c_k p^k \rightarrow 0 \text{ as } n \rightarrow \infty,
\]

where \( \{0 \rightarrow S_n\} \) is the event that there exists an open path starting at 0 and ending at the \( n \)-sphere \( S_n = \{x : d_G(0,x) = n\} \). Since \( \cap_n \{0 \rightarrow S_n\} = \{|\mathcal{C}(0)| = \infty\} \), we deduce that \( p \leq p_c \). Hence \( \mu p_c \geq 1 \).

In the same way we derived (2.2) we bound

\[
c_n(x) \leq d(d-1)^{n-1} P_{\text{nbw}}^n(x,y) \leq \frac{d[(d-1)\rho]^n}{(d-1)(1-\rho)},
\]

where the last inequality follows from Lemma 2.2. Thus for any small \( \epsilon > 0 \) there exists \( n_0 \) such that for all \( n \geq n_0 \)

\[
\frac{c_n(x)}{c_n} \leq C[\mu^{-1} + \epsilon](d-1)\rho]^n,
\]

where \( C = C(\rho) > 0 \) is a constant. Assume now that (2.4) holds, since \( \mu p_c \geq 1 \) we deduce that we can choose \( \epsilon > 0 \) small enough so that the base of the exponent in the previous inequality is less than 1. This concludes the first assertion...
of Theorem\textsuperscript{2} that $p_{\text{saw}}^n(0,x)$ decays exponentially in $n$ uniformly in $x$. This exponential decays also establishes positive speed for the self-avoiding walk since for any $\alpha > 0$ we have
\[
\sum_{x: d_G(0,x) \leq an} c_n(x) \leq C(d-1)^an \sup_{x \in G} c_n(x).
\]

Now choose $\alpha = \alpha(\rho, d) > 0$ small enough so that the right hand side converges to 0. This finishes the proof of Theorem\textsuperscript{2}.

We now turn to prove Theorem\textsuperscript{4}. We write
\[
\sum_{x \in G} G_z^2(x) = \sum_{x \in G} \sum_{n \geq 0, m \geq 0} c_n(x)c_m(x) z^{n+m},
\]
which is valid as long as the sums converge. We use the first estimate in (2.3) to bound
\[
\sum_{x \in G} G_z^2(x) \leq C \sum_{n \geq 0, m \geq 0} [z(d-1)]^{n+m} \sum_{x} p_{\text{nbw}}^n(0,x)p_{\text{nbw}}^m(0,x).
\]

By Lemma\textsuperscript{2.1} we obtain the bound
\[
\sum_{x \in G} G_z^2(x) \leq C \sum_{n \geq 0, m \geq 0} [z(d-1)]^{n+m} \sum_{n_1 \geq n, m_1 \geq m} \sum_{x} p_{\text{saw}}^{n_1}(0,x)p_{\text{saw}}^{m_1}(0,x)
\]
\[
\leq C \sum_{n \geq 0, m \geq 0} [z(d-1)]^{n+m} \sum_{n_1 \geq n, m_1 \geq m} p_{\text{saw}}^{n_1+m_1}(0,0)
\]
\[
\leq C(1-\rho)^{-2} \sum_{n \geq 0, m \geq 0} [z(d-1)\rho]^{n+m}.
\]

Now, when (2.1) holds, since $\mu \rho_p \geq 1$ we find that
\[
\sum_{x \in G} G_z^{2\rho-1}(x) < \infty,
\]
concluding the proof of Theorem\textsuperscript{4}.
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