Deploying Mesh Nodes under
Non-Uniform Propagation

Joshua Robinson*
Narus, Inc.
Sunnyvale, CA

Mohit Singh
Microsoft Research
Cambridge, MA

Abstract—Wireless mesh networks are popular as a cost-
effective means to provide broadband connectivity to largauser
populations. A mesh network placement providesoverage, such
that each target client location has a link to a deployed mesh

node, and connectivity, such that each mesh node wirelessly

connects directly to a gateway or via intermediate mesh node
Prior work on placement assumes wireless propagation to be
uniform in all directions, i.e., an unrealistic assumptionof circular
communication regions. In this paper, we present approximtaon
algorithms to solve the NP-hard mesh node placement problem
for non-uniform propagation settings. The first key challerge
is incorporating non-uniform propagation, which we address by
formulating the problem input as a connectivity graph conssting
of discrete target coverage locations and potential mesh de
locations. This graph incorporates non-uniform propagatbn by
specifying the estimated signal qualityper link. Secondly, our
algorithms are the first to minimize the number of deployed
mesh nodes with constant-factor approximation ratio in thenon-
uniform propagation setting. To achieve this, we formulatethe
Degree-Constrained Terminal Steiner tree problem and present
approximation algorithms which leverage prior results on te
Steiner tree problem. Third, it is impractical to measure al
possible potential mesh links, and therefore deployment ghning
must rely on estimations. To address this challenge, we exte
our algorithm to iteratively measure the links in the solution
Steiner tree, refining the graph input on a per-link basis in
order to ensure the deployed network is not disconnected.
Finally, we use propagation measurements at 35,000 locatis
in the deployed GoogleWiFi network to investigate placemen
in a realistic, non-uniform propagation environment. Unde this
measured propagation setting, our algorithms result in up 6 80%
fewer mesh nodes than current algorithms and only require an

average of 3 measurements per deployed mesh node to ensur

backhaul connectivity.
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so as to minimize the deployed nodes and guarantee mesh
node inter-connectivity.

The first contribution of this paper is to formulate the
mesh node placement (MNPyoblem’s input as a general
connectivity graph, combining target coverage locatiolith w
discrete potential mesh node locations into a single input
graph. This is the first MNP formulation to consider the non-
uniform propagation scenario by specifying connectiviagéd
on per-link estimated signal quality, as opposed to prior work
[11], [17], [4] which consider the idealized uniform propa-
gation scenario. In other words, we ensure network coverage
using arbitrary coverage regions for each mesh node latatio
instead of a circular disc. Because of the impracticality of
measuring all possible potential links before deploymerst,
use physical-layer estimation techniques [6], [15] to #yec
the potential links in the input connectivity graph. Proation
modeling, though, introduces estimation errors, and owr fo
mulation allows measurement-driven refinement of the input
connectivity graph on a per-link basis, eliminating pokgsib
estimation errors on selected links.

The mesh node placement problem is NP-hard and we con-
sequently design polynomial-time approximation alganh
to choose mesh placements, i.e., algorithms with provable
bounds on worst-case performance. The first contribution of
our algorithms is the use of a Steiner tree framework [3]] [10
to jointly satisfy client coverage, mesh connectivity, and mesh
capacity constraints. Specifically, we present a new proble

§ormulation, termed th®egree-Constrained Terminal Steiner

tree (DCTST) problem. The DCTST problem selects mesh
nodes (i.e. Steiner Points) to build a tree which spans all
selected mesh nodes (connectivity) with the constraints of

Wireless mesh networks provide broadband Internet accggs,nded vertex degree (capacity) and the requirement that a

to large contiguous areas through the placement of m&gfyet client locations are connected as leafs of the traes(e
nodes [9]. Mesh deployment requires selecting the numler %e), thereby jointly satisfying mesh network constraikite
locations to place mesh nodes such that the target regionysp, present a DCTST algorithm and prove that it finds a
fully covered and the mesh nodes are inter-connected irr ordg)ion tree of weight no more than 3.5 times the optimal.
to forward traffic to Internet gateway points. Unfortungifel g ,iiging on this result, our first approximation algorithm,
prior placement studies address neither the realisticjomut Minimize-Nodes minimizes the number of deployed mesh
physical-layer environments where propagation s nofleam o es with a constant-factor approximation ratio propo

nor the case when estimations must be used due 0 {B€ihe capacity bound of the mesh nodes and at most a
impracticality of measuring all potential mesh links. Thignma| constant factor violation of degree bounds. Thusjewhi
work presents two mesh node placement algorithms: 1) If)‘ﬂor algorithms [4] also have constant factor approxiowati
approximation algorithm to find a placement that is N0 MOL&ins  our results represent the first that apply in the non-
than a constant factor larger than the optimal size, and 2) @Bitorm propagation setting and in the case of known gateway
iterative heuristic to choose a small number of measuresnecations. We ensure connectivity with known gateways via

*Work completed while at Rice University. Research supgbrby HP adding shortcut edg(_es to the -inpu_t graph between a.”_pairs of
Laboratories and NSF grants CNS-0721894 and CNS-08102501. gateways, representing the wired infrastructure’s cotivigc



The second algorithmMeasure-and-Place minimizes the  The second aspect of the input vertices is the set of
number of deployed nodes while also using a small humbgotential mesh node locationd/, which is assumed known.
of measurements to ensure that all selected backhaul lieks Biscrete locations for mesh nodes follows naturally from
connected. The key idea of this algorithm is iterative DCTSjractical constraints on deployment, such as the avaitiabil
construction combined by refinement of the input conndgtivilamp posts or other infrastructure for mesh node instaltati
graph via measurements of selected backhaul links. The vertex set of the input connectivity graph is defined as
Finally, we evaluate the performance of the presented algé-= M U C, the union of potential mesh node locations and
rithms, comparing with state-of-the-art two-phase alfpons coverage locations.
that use geometric disc covering [4]. To consider realist _ .
propagation settings, we use signal strength measuremeglté\lon'un'form Propagation
from 35,000 locations and 150 mesh nodes in the GoogleWiFiThe input connectivity grapli¥ consists of the set of links,
network. Our algorithms result in 80% fewer deployed mesh, corresponding to the potentially usable set of links. EBdge
nodes and demonstrate that non-uniform propagation bgnedite usable if the estimated or measured signal strengtioieab
deployment by necessitating half as many deployed mestsignal strength threshol}, for access tier links of), for
nodes as in the uniform propagation setting. Further, vi@ckhaul tier links.
find that with expected levels of physical-layer estimation Specifying each link individually enables us to encode non-
errors, the Measure-and-Place algorithm requires an geerainiform propagation. In other words, each potential mesteno
of 2.5 measurements per deployed mesh node in orderlegation can represent an arbitrary coverage region shape.
guarantee connectivity, i.e., three orders of magnituseefe Figure 1 plots nine examples of measured coverage regions
measurements than a complete measurement survey. [15], illustrating the degree of non-uniform propagatiam e
The rest of this paper is organized as follows. Section ¢gountered in practice. The exact physical-layer conniggtiv
defines the mesh node placement problem. Section Il preseigpresented as the signal strength on each possible link, is
new placement algorithms and Section IV then evaluates thhibitively expensive to obtain for all pair-wisgotential
proposed placement algorithms. Finally, Section V dessribmesh node and target coverage locations. Instead, gtaph

related work, and Section VI summarizes. captures realistic propagation behavior by allowing eéack |
to be estimated individually by a state-of-the-art propiaga
Il. PLACEMENT FORMULATION modeling approach [6], [15]. These techniques require dlsma

The obiecti f th h node ol i bl amount of training measurements in order to use environment
€ objective of the mesn node placément Probiem g, mation to more accurately predict propagation. Tlatad

S ) i
to minimize the number of deployed mesh nodes with tIPberiven approach to estimating each possible link’s signal

constraint of full coverage of the target area and connn_zﬂ:twqua”ty contrasts with prior work, which estimates one rng

ificati f potential phvsical-l link q .meforall access tier links and one range for all backhaul tied,
specification ot potential pnysica-iayer finks, used asuln ; o ' ihe ynrealistic uniform propagation assumption.e\tbat

to the p_Iacement problem. We ther.‘ describe the _three gen?fr"ﬁ%orm propagation is a special case of the more general non
constraints of coverage, connectivity, and capacity, Widn uniform formulation

operational wireless mesh network must satisfy.

A. Input Connectivity Graph % @ Z:?

We formulate the input to thenesh node placemeptob-
lem as a connectivity graph with nodes corresponding to
discrete locations and edges between locations that itedica
the existence of usable links. This formulation considens-n @ ﬁ? U
uniform propagation settings because the input graph escod
the signal quality of each link independently, as opposed
to prior geometric covering approaches which assume one
coarse-grained propagation parameter (path loss expdoent ;/;\ ,\'&\ﬂ? %
all nodes. More formally, we define thiaput connectivity
graph G = (V,E), where both target coverage locations

and potential mesh node locations form a unified connexztivié LN | _ din the Gadg ‘
: ig. 1. Nine example coverage regions measured in the eetwor

graph, as des‘?”be‘i next. . in Mountain View, CA, demonstrating non-uniform propagati Each mesh

The nodes in the proposed input graph assume the targfe location is indicated by *x's. For scale reference, tdgemiddle region

area is a discrete sét of target coverage locations. The sebas average radius of 160 meters.

C consists of physical coordinates representing targetsarea

where client coverage is desired, analogous to the area to be .

covered in a geometric formulation. For evaluation purppse-- Coverage Constraint

we discretize the target coverage grid to 5 meter spacimy, su The access tier provides single-hop connectivity fromntlie
that no client can be farther from a covered grid point than tlievices to a mesh node. Correspondingly, ¢tbeerage con-
accuracy of propagation estimation, and we can include orgiraint requires clients at all target locations @ to be able
regions the operator seeks to provide service. to connect to at least one mesh node at the specified signal



strength threshold,. More formally, letP C M be the set of placement algorithms. The novel features of our algorithms

locations selected for mesh node placement. We then require 1) a discrete-graph input formulation to incorporata-no

for all locationsc € C that there exists at least one edge (link)iniform propagation, and 2) minimizing deployment sizehwit

in E between locatior: and one of the mesh nodes inh a constant-factor approximation ratio proven using our new
A challenge in formulating the coverage constraint is that DCTST problem formulation.

is usually impractical to measure all possible mesh node and

coverage location links, hence tlestimatedsignal strength A Steiner Tree Framework

values used to construct the input graph edges. Moreovet, mo , , ) i

city-wide network scenarios specify a desired level of cage ~ 1h€ Degree-Constrained Terminal Steiner tree problem is a

for their target area, e.g., 95% outdoor coverage. Thezefoe SPecial case of the Steiner tree problem in graphs [14]. The

require a probabilistic coverage constraint, where aivacsf Steiner tree problem in graphs involves finding a minimum

client locations must obtain signal strength above thestioll Weight tree that spans the regular vertices in the inputigrap

6.. For this work, we assume the signal strength estimatidy contrast to a simple spanning tree, though, there is an

accuracy and the coverage requirement is 95%. Note that @giitional set of discrete vertices, term8teiner Pointsthat

to the plurality of access tier links available at a coveragi® selectively added to further decrease the total weight o

location, there is also a probability that an alternativesmethe solution spanning tree. We design our algorithms upon a

node is reachable at the desired signal strefigtiOur results framework where the regular vertices represent targetragee

indicate that with 95% of links accurately estimated, légst 0cations and the Steiner Points map to the potential mesh

3% of target locations are not covered, over 97% of targ@?de installation Ilocatlons. We bU|I_d a modified Steineetre

locations receive coverage. In this formulation, the sign@ Degree-Constrained Terminal Steiner tyeehere all regular

strength metric measures the quality of a link, which rewtri Vertices (coverage locations) are required to be a leafen th

the scope from considering congestion and contentiontsffecolution Stelner_ tree, mirroring the fact that client degao

and we assume channel assignment is handled separatel)dpact as traffic relays in a mesh network. We also add an

enhance spatial reuse. additional constraint on the maximum degree of any Steiner
. _ point, capturing the limit on the number of clients a mesh
D. Connectivity Constraint node can simultaneously serve. An example DCTST is shown

The backhaul tier connects each mesh node to a gateway,dliFigure 2.
rectly or via multi-hop paths through other mesh nodes. WhenThe construction of a DCTST on the input connectivity
gateway locations are unknown or not yet selected, we atcograph solves the challenge of jointly providing target cage
for any possible gateway configuration with the constrdiatt and mesh connectivity as follows. Like prior work, connec-
each mesh node must have a path to all other mesh nodrsy is satisfied by requiring the chosen mesh locations to
This full connectivity ensures gateway reachability re@ss form a tree that spans all mesh nodes, connecting the backhau
of a gateway’s location. Correspondingly, tlennectivity tier. Unlike prior work, we satisfy the coverage constraigt
constraintrequires that the undirected graph derived from thequiring the spanning tree to also include all target tlien
vertices inP is connectedwhere an edge exists between tweoverage locations as leafs in the tree. Additionally, tegrde
chosen mesh node locations if the estimated signal stresgtizonstraint enforces a capacity limitation, such that naglsin
greater than the thresho#g for backhaul links. In the secondmesh node serves a disproportionately large area. A DCTST
case where gateway locations are known, we require theghstruction algorithm outputs the set of chosen Steinant®o
to be a path from each target coverage location to at leggiich we use to indicate node deployment locations that
one gateway. Section IIl describes how our algorithm erssurgatisfy coverage, capacity, and connectivity constraints
connectivity if gateway locations are known a priori. The Degree-Constrained Steiner tree problem in graphs has
E. Capacity Constraint been shown to be NP-hard and recent research has developed
%Iynomial time approximation algorithms for Steiner tree
roblems with degree bounds. The DCTST is also NP-hard
fcause the terminal constraint enforces two differenteseg
ounds: terminals have degree of exactly one and Steiner
Points have degree at mdst The current best known degree-
onstrained Steiner tree algorithm [10] has constant facto

Wireless bandwidth is shared amongst all clients, and ad
result, it is often desirable to limit the number of potehti
sharers of the scarce wireless spectrum. Our formulati
enforces this by imposing a maximum degrig on the
connectivity of a mesh node, where the vertex boapnds

homogeneous for all mesh node locations. Intuitively, we af imati tio ob d thi K is the first to sh
restricting the number of locations each mesh node servgBProximation ratio ok, an IS Work 1S the Tirst 1o show

and the degree bound also limits the number of other mek uI_ts for the D.CTST formulation, i.e. with both degree and
nodes that each mesh node is connected to. This constr&?ﬁ'tmnal constraints.

will be critical in the proof of a the bound on our algorithm’s DCTSTS provid_e a framewprk for mesh node_placem.ent,
worst-case performance. More complete capacity formariati UPOn which we build our resulting placement algorithmssir

take into account heterogeneous user demands and intexéerd/® present the algorithrMinimize-Nodes, which f_inds th?
[16], but we do not consider these scenarios in this paper. Minimum number of deployed mesh nodes. This algorithm
operates on an input graph of estimated link signal stremgth

Ill. PLACEMENT ALGORITHMS Secondly, we build an enhanced algorithMeasure-and-
This section introduces the Degree-Constrained TermirRlace that uses the first algorithm as an inner loop and
Steiner tree (DCTST) problem and presents our two proposéstatively refines the input connectivity graph to ensuratt



Example Degree-Constrained Terminal Steiner Tree locations. The time complexity of this polynomial-time aig
. cerl o gglveir;%ewll.gscﬁtﬁ:;es rithm _is dominated by that of the_ DCTST algorithm, which
Potontial Nodes itself is dominated by the underlying Steiner tree algonith
} complexity. The best-known algorithm [10] solves the peobl
A SR o X -+ using an iterative LP rounding technique. We next prove a
' . constant-factor approximation ratio for the node minirticza
- objective, where the constant factor is function of the node
capacity (i.e. degree bound).

Edges
o

ool - In an instance of the BGREE CONSTRAINED TERMINAL
NONG LS TN STEINER TREE (DCTST) problem, we are given a complete
v v P v graphG = (V, E) with metricd : V x V — R on the edges,
a set of terminalg” C V, degree bounds, for each vertex
Fig. 2. Example Degree-Constrained Terminal Steiner thdesh nodes v € V' \ C and the task is to a find a minimum weight tree

(Steiner Paoints) form solid red backhaul graph and covelecaions connect i
to tree with dashed blue lines. Also shown are potential nmesgte locations which spans’ such that the degree of each vertex V \ ¢

(shown as x's) that were not chosen by the DCTST algorithm. ?S at mostb, and each vertex inC is a leaf. Letc_ieg;p(v)
indicate the degree of vertexin treeT" and letd(T') indicate
the total weight of the edges in tr§é

all backhaul links are measured above the acceptable signafVe prove the following theorem regarding the DCTST
strength threshold. problem.

C. Constant Factor Approximation Ratio

B. Algorithm Minimize-Nodes Theorem 1 There exists a polynomial time algorithm which
For the first algorithm, we minimize the number of degiven an instance of thBEGREECONSTRAINED TERMINAL
ployed mesh nodes with constant-factor approximatioro ratbTEINER TREE problem returns a Terminal Steiner tree of
by solving the DCTST problem. Our approach contrasts withieight no more tharf times the weight of the optimal tree.
prior work on placement algorithms which achieve constartoreover, the degredegr(v) of each vertex € V' \ C in
factor approximation only in uniform propagation scenaridree F' is at most2b,, + 6.
[4], whereas our bounds apply to the more general case of non-
uniform propagation. The mesh node placement problem dgfor work by Lau and Singh presented algorithmic results
also be formulated as a version of thede-weighteteiner for the degree constrained Steiner tree problem, i.e. with n
tree problem, but we do not take this approach because tRgminal constraint. The following theorem is from [10],dan
best known node-weighted algorithms have logarithmic tvorgve use this result to prove Theorem 1.
case bounds [13]. Instead, we focus on #uge-weighted
formulation and show that a constant-factor approximat&m Theorem 2 There is a polynomial time algorithm which given
be achieved for th@ode minimizatiorproblem. an instance of the degree constrained Steiner tree problem
A set of gateway locations in the mesh network is ofteeturns a Steiner tred” of weight no more than twice the
known a priori due to physical and practical constraintshan t optimal such that the degree bound of each vertex is violated
locations of wired connections. With known gateway pos#io by at most an additive constaBt
the mesh connectivity constraint requires that each target
coverage location have a path to at least one gateway né&teof of Theorem 1 Given an instance of the DCTST
(thereby connecting to the Internet). We augment the inppitoblem, we formulate an instance of the degree constrained
connectivity graph in two ways. First, we add one addition&8teiner tree problem where we set the degree bound of each
node to the graph representing the wired Internet, with guavertex v € C to be 1 and for each vertew ¢ C to be
weighted edges to each gateway location. This new nodebjs Moreover, we remove all edgds,v) wherewu,v € C.
designated as a terminal node, requiring it be spanned byDhserve that such an edge is not used by an optimal solution.
Steiner tree. As a result, all valid Steiner trees must helu Hence, T*, the optimal solution to DCTST, remains a feasible
the gateway node locations as they are the only nodes wfhlution to the instance of the degree constrained Steiger t
edges to the Internet node. Second, we also add zero-weigitblem. Using Theorem 2, we obtain a trEevhose weight
edges between each gateway location, causing all gateway#stat most2d(7*) such thatdegr(v) < 4 for eachv € R and
be chosen as a mesh node by our algorithms. ffiagle degr(v) < b, + 3 for eachv € V' \ C. Observe thafl" is
inequality is not violated as no triangles can be drawn withot a terminal Steiner tree since some vertice§’ineed not
two zero-weight edges; observe that edges between a gatebayeaves. Let € C' be such a vertex, and let the neighbors
and other mesh nodes are considered equivalent to an edfje in T be uy,...,u; wherek > 2 andu; € V \ C for
between two mesh nodes. eachl < i < k. Let (v,u;) be the edge incident at in
Table | presents the Minimize-Nodes algorithm pseudocodg, with largest weight. Replace the edges incident aby
which builds the appropriate input connectivity graph @meht edges{ (v, u1), (u1,u2), ..., (ug—1,ur)}. The weight of the
builds a DCTST in order to select the mesh node deploymerew edges equalé(v, u1) + d(u1,u2) + - - + d(ug—1, ug).



Now, by the triangle inequality and the property of arithimet the constant in the above equation fra@rd to 1.25. Theorem 3
averages, we have that now follows.

d(v,un) + d(uy, uz) + -+ + dug—1, ug) < Theorem 3 Minimize-Nodes is a polynomial time algorithm

d(v,ur) +d(v,ur) +d(v,uz) + -+ d(v,ug) = to find the minimum number of mesh nodes to deploy with
2d(vyu1) + 2d(v,uz) + - - - + 2d(v, up—1) + d(v,ux) < approximation ratio ofl.25b, and degree violation of at most
2k — 1 2b, + 6.

A [d(v,ur) + -+ 4+ d(v, ug)]
which is at mostZ[d(v,u1) + -+ + d(v,uz)] sincek < 4.
Applying this procedure at each terminal vertex, we Create connectivity grap&y from input SNR graphH, s.t.
obtain a terminal Steiner tre& of weight no more than Backhaul tier edges exist if SNR estimates,
Tw(T) < Zw(T*) as claimed. Moreover, each edge incident Access tier edges exist if SNR estimatet,
at a vertexv € V \ C is replaced by at most two edges If gateway locations known,
incident at vertexv. Hence, the degree of is at most augmentG with shortcuts between gateways
2(b, + 3) = 2b, + 6 in F as claimed. O Set backhaul tier edge weight fo
Set access tier edge weight to

Next, we show that the DCTST formulation can also be used Run DCTST algorithm orG
to minimize the number of deployed mesh nodes. Recall thatOutput chosen Steiner Poini3
DCTST is anedgeweighted problem, whereas tiMinimize-
Nodesplacement algorithm seeks to minimize the number of
deployedhodes There are two key points used to show that the
constant-factor approximation holds for our algorithm:ig
fact that each target coverage location is connected tatlgxac

one mesh node in the tré@ and 2) mesh nodes have a fixed \yhijle the above algorithm has a constant-factor approxi-
capacity that can be expressed by a degree béund mation ratio for a giverb,, it is important to note that this

We take advantage of the first fact by assigninguathble constant may be large, depending on the capacity of mesh
(estimated to be above threshold) access tier edges the sagies. In other words, an increased mesh node capacity will
weight. In other words, the estimated signal strength \&lugssylt in a larger value for the constant in the approxinmatio
are not used as edge weights, but rather used to determiRgio. we note that this is the first constant-factor appresi

which edges are usable. _ tion for the placement problem with non-uniform propagatio
For a network withn target coverage locations, the coveraggng our practical-case evaluations in Section IV show that

constraint requires each of thelocations to have exactly oneqyr glgorithm outperforms prior techniques by up to 80%.
link in the solution DCTST. We set all usable access tier 8dg¢nerefore, while choosing the capacity bound impacts the
to have uniform weights (i.e., normalized to one), resglim \yrst-case bound, our empirical results indicate the jmaict

a constant weight in all valid solutions. Similarly, the total performance is high over a wide range of valuesof
weight due to backhaul links {8n—1) wherem is the number

of deployed mesh nodes in the final solution. kétandm* D. Algorithm Measure-and-Place

represent the values afandm in the optimal solution. From  The algorithm Measure-and-Placeaddresses the uncer-
Theorem 1, our DCTST algorithm’s approximation rati@is, tainty in the estimation of the input link graph and the
which we write as the bound on the ratio of our solution edgsrresponding fact that all link signal strengths cannot be

TABLE |
ALGORITHM MINIMIZE -NODES

weight to the optimal edge weight: known without measurements. To do this, we enhance the
m-+n Minimize-Nodes algorithm presented previously with addi-
me +n* <3.5 tional interactive measurements in order to ensure all ek

links in the solution DCTST areneasuredto be above the
$RPeshold. In other words, we avoid relying on estimated lin
signal strengths for the critical backhaul links of the adgpld
network.

M —35+25% (1) There are two challenges in using interactive measurement

m* m* feedback: how to keep small the number of links to measure
The rightmost term in the above equation would grow lineargnd how to use the specific measurement data to inform
with the size of the input. To address this, we recall th#tte final placement decision. Note that we differentiates thi
the capacity constraink, enforces an upper bound on thdeedback with any training measurements used in the initial
degree of all the nodes in the Steiner trée/m) < b,. As a signal strength estimation process. We address the problem
result, the rightmost term in Equation (1) is a constant uppef keeping measurement overhead low by measuring each
bounded by the number of coverage locations supported packhaullink in the minimum weight DCTST chosen with
mesh node. By choosing edge weights where the backhthg Minimize-Nodes algorithm. As a result, we only measure
edges have twice the weight of the access edges, we are ablnts that are estimated to be above threshold and picked as
preserve the triangle inequality and further halve theealfi candidate backhaul links by our algorithm. At each itematio

As per the previous observation that the number of acc
tier edges in all valid DCTSTs is identical, let = n*.
Rearranging terms:



the number of measurements taken does not exceed one |less o

than the number of selected mesh nodes. Note that we fopuMark all backhaul edges in input graggh as unmeasure

on measuring backhaul links as they aggregate traffic fram th Nitial solution node se® = 0, treeT =

access tier and are therefore more performance criticaigtn

the same methodology extends to measuring selected ac ce B0 { o .

tier edges as well. Use M||j|m|ze—N_c>des algorithm (see T_abIe ),
With measurement information obtained, we then address ©Ptaining solution node# and spanning tre@’

the challenge of how to utilize the measurement results |to Measure all un-measured backhaul edgeg'in

iteratively refine the input graph and achieve our objective . UPdate edge weights i

Our key technique is to not only remove poor links, but algo } While B¢ € T', s.t.¢ is backhaul and/. < 6, )

to decrease the weight on above-threshold links, incrgabim | OUtPut solution” and7" as measurement-validated

chances that these links will be chosen in the next iteration

of our algorithm. More specifically, letM; represent the TABLE II

measured signal strength on linklet w represent the default ALGORITHM MEASURE-AND-PLACE

backhaul edge weight, and letbe a small, positive constant

wheree < w. Then, for each link measured, we modify the

input graph edge weight in one of the following four ways:

1) If link [ is unmeasured and estimated beléyremove
edge from graph (equivalent to weightoo).

2) Iflink [ is unmeasured and estimated ab8yeset edge
weight tow.

|

evaluation matches the measured coverage regions shapes in
the deployed GoogleWiFi network (see Figure 1 for examples)
We evaluate algorithms on a regular city-block topology,
the GoogleWiFi network in Mountain View, CA [15]. Figure
; _ 3 shows the potential mesh node locations in part of the
4313 :]t m:gza:gmg%i i zZ fssng?/gee(\;vgeelg#gmra&){. 7.25 krr?_ urban neighborhood considered. In this topology,
. . a potential mesh node location is at each street light post
Tablg Il outlines the operation of the Measure-and-Plaggy target coverage locations are chosen uniformly with 5
algorithm. . . . _meter spacing. The density of potential mesh node locations
We sete to a small, positive number in order to giVes 5nnroximately 200 locations per Rmwe also evaluated

preference in the next iteration to the Iin_ks measured aboyg, algorithms with randomly generated topologies and the
the acceptable threshold. Also, by makiagsmall, we do findings are similar.

not significantly change the magnitude of the weights in the

resulting Steiner tree, but rather use the modified weights 2000, i 4000000, P
as a tie-breaking mechanism. Therefore, a smalalue 008% S G000 ©
does not impact the relative size of terms in Equation (1). | §o00 $o o %808
This enhanced placement algorithm minimizes the number of - gou% 585000000 2900 00000 0 0Ty
deployed mesh nodes, subject to the measurement informatio B oot B0 9o %22 §
available. The full version of this problem would be to jdynt Tl BeSE ot f8estde,
minimize the number of deployed nodes and measurements, e £ e o%‘?;"g@ofggf OOOOO@;’O;?O;OO%
but this formulation does not have any provable algorithmic L oa| 002 0 0BRES0 0 0%00 @ %o of S0 004
bounds. The Measure-and-Place algorithm completes when al o0 5 8 088 S &4, oggo 08%°5§SO°§

! ' - %00 2 "l L ® 20 o °0 %%,
backhaul links in the solution DCTST have been measured and mm%go%‘;ooooo owoo§o?%ogaos 0 oS w0000 O°
confirmed to be above threshofiy. Note that to ensure the Ogggo%fofggj%z ¥ 80 288 %0, 50
algorithm finds a valid solution, the algorithm can lower the lecn o, TR O o8 w2 %o L
performance thresholds, andd, when the only usable links oo 2000 e 00 w00

Location (meters)

were incorrectly estimated as low quality links.

Fig. 3. GoogleWiFi neighborhood topology with circles icaling potential
1V. PLACEMENT EVALUATION mesh node locations, i.e. lamp posts. Target coverageidasafnot shown)
are uniformly spaced through the region.
This section evaluates the performance of our proposed

placement algorithmsMinimize-Nodes and Measure-and-  For evaluation purposes, the DCTST algorithm uses a
Place We compare the proposed placement algorithms Witfeuristic version of the Steiner tree algorithm [14], which
geometric covering algorithms in a non-uniform propagatigmproves computational efficiency on the studied topolegie
setting based on measured propagation data from the dyrremhe placement algorithm we compare against is a two-phase
deployed GoogleWiFi mesh network. geometric algorithm [11], [17]. Two-phase algorithms first
satisfy the coverage constraint by solving the geometsc di
covering problem, and then add nodes to ensure connectivity
The input to the placement algorithms consists of a topolo@py building a graph Steiner tree (not a DCTST). Specifically,
of potential mesh node locations and target coverage mtsti we implement the discrete disc covering algorithm used in
signal strength estimations for each location pair, andaig [17]. We then use a basic Steiner tree algorithm [14] to fatis
strength conformance thresholéis(access tier) and, (back- the connectivity constraint by letting the mesh nodes chase
haul tier). The physical-layer connectivity graph used ur o the covering phase be the regular vertices and then choosing

A. Evaluation Methodology



additional mesh nodes (Steiner Points) to build a connectif® non-uniformity of propagation and plots the deployment
backhaul tier. size resulting from Minimize-Nodes and a Disc Covering

The disc covering algorithm is not intended for non-uniformalgorithm. The x-axis represents the degree of non-unitgrm
propagation settings, therefore in all evaluations, weosko and is calculated by variably dampening or exaggerating the
the disc radius giving the best result where the network d@fference between each link’s propagation and the median
covered with least number of mesh nodes. In the uniforpropagation in our data set. More specifically, for all linke
propagation case, the input connectivity grapherives signal find the average path loss, which then allows us to compute
strength values using only the general path loss exponemt frfor each link the difference in path loss from the average.
the GoogleWiFi measurement data. We then weight this difference to lessen or enhance the level
B. Non-uniform Propagation Setting of_non—uniformity: Observe th:_;\t a weight of zero leads to

' uniform propagation and a weight of one leads to the actual

To evaluate our algorithms with realistic propagation vaimeasured propagation. The average (median) coverage range
ues, we employ measurements from a coverage study [I$lkept constant and therefore the disc covering algorshm’
in the GoogleWiFi network in Mountain View, CA. Theseresult does not change.
measurements consist of signal strength readings taken apvith non-uniform propagation, the DCTST algorithm out-
35000 locations from a car-based laptop with external avaen performs disc covering by up to 80%, whereas disc covering
Using the terrain information from an economic zoning magg slightly (less than 2%) better in the uniform propagation
results in propagation prediction accuracy of approxifyatesetting. This result is not surprising, as both algorithnesev
90%, and we then use this to estimate the propagation at @@signed for different propagation settings, and even with
given potential mesh node location in the city. The averagenall amounts of non-uniformity, our proposed algorithm
path loss value observed 3s7, the average shadowing valueputperforms disc covering. Note that there is an accurady an
is 8dB, and the reference SNR is measured to6bedB at cost tradeoff when increasing the disc radius in non-unifor
10 meters distance. There is considerable variation in dtie Psettings. For the measured propagation setting (x-axiseved
loss exponent on different paths, between a value of 2 (ling), a disc covering solution of the same size as our DCTST
of-sight) and above 6 (very poor propagation). solution (168 nodes) results in approximately as many

To generate the physical-layer connectivity graphs in th®verage holes, i.e. 95% coverage versus 80.6% coverage.
studied topologies, each potential mesh node location isThe more surprising result in Figure 4 is that the magnitude
marked at locations approximately every 40 meters alog the DCTST solution size decreases significantly as non-
streets, corresponding to street lamp locations. For each iniformity increases, indicating that non-uniform proptign
cation, we then generate the estimated signal strengtesalin the GoogleWiFi topology is advantageous in network plan-
using the modified path loss equations (see Equations 1 andidg. The reason for this is first that mesh nodes provide
in [15]) to estimate signal strength as a function of disteaed coverage to larger areas in non-uniform propagation $gfin
intervening terrain features. The true measured sigragths largely due to the fact that area covered is a function of
cannot be estimated perfectly, and hence we add shadowiagius squared. Also, because propagation is based ointerra
as a zero-mean Gaussian random variable for each linkféatures, the DCTST algorithm takes advantages of well-
represent the true propagation value. The amount of stdndgraced node locations (e.g., no obstacles nearby). Segadhell
deviation then determines the likelihood that the estimagaittern of potential locations in the GoogleWiFi topology-f
incorrectly indicates if the link is above or below threshol ther increases the benefit of non-uniform propagation ksau
the links between street lamps are strongly line-of-sigista
result, in non-uniform settings, each mesh node has a larger
degree of connectivity to its neighboring mesh node locatio
We consider settings where only one of the access or backhaul
tiers have uniform propagation and find that approximately
70% of the gain is from non-uniform propagation at the access
tier.

We next to examine the impact on the availability of po-
tential mesh node locations, using a subset of the GoogleWiF
topology. Figure 5 plots the resulting network size using th
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100! algorithm Minimize-Nodes and the disc covering algorithm.
—e—Disc Covering The performance difference between Minimize-Nodes and the

505 o5 : o : disc pover_ing algorithm .increases as the density pf avlailap
Degree of Non-Uniformity locations increases. This occurs because the disc covering

. _ _ ~algorithm is limited by the inaccuracy of using circles to
f'g- |4- Cﬁm‘par'spn °|f p'?ce”?e”t a'go.]['thm Performét‘.”cigr@gm‘/":,' approximate non-uniform coverage regions. Even with the
opology with varying levels of non-uniform propagation x-axis is . .
normalized to the measured propagation: O represents romifwopagation Iarger _networlgs from dlsc.: covering, the number of coverage
and 2 indicates that non-uniformity is increased by a faofo2 . holes is3x higher than in the network constructed by the
algorithm Minimize-Nodes. When the number of potential
We first evaluate how non-uniform propagation impacts ounesh node locations reaches a factot af the number ulti-

algorithms and the resulting network size. Figure 4 variesately deployed, additional potential locations have igégle



Fig. 5.

benefit.

Figure 6 plots the resulting network size when varying t
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tree. We investigate the performance of these algorithms as
a function of backhaul link shadowing, which is a zero-mean
Gaussian random variable modeling variation of link qiesdit
Higher shadowing values correspond to less accurate signal
strength estimation.

Figure 7 plots the number of measurements needed to
ensure backhaul connectivity using the Measure-and-Place
algorithm and the number of deployed mesh nodes resulting
from the Measure-and-Place algorithm. As seen, the itera-
tive measurement algorithm requires approximagetymore
measurements than the number of deployed mesh nodes.
The greedy measurement algorithm requires slightly fewer
measurements because it always keeps a link measured to
be above threshold. As a consequence, though, it requires
a larger number of deployed nodes, as it does not adjust
the DCTST at each iteration to balance the measurements
and network size. With the Measure-and-Place algorithm,
the number of measurements needed is of the same order
as the number of deployed mesh nodes. For reference, an
&xhaustive measurement study of all links shorter than 500

coverage footprint size, i.e., the threshéldof the access tier,
with three different values of the backhaul link transnassi
range. A smaller access tier range leads to the coverage
becoming the limiting factor in deployment planning. Figur

6 also plots the placement size of a coverage-only network,
i.e., without the requirement of backhaul connectivity.té&lo
that the backhaul range of 158 meters is the default value
used in the GoogleWiFi scenario and access tier ranges are
most often smaller than backhaul. In these practical cases,
our results indicate that the mesh network with a backhaul
tier requires no more than 15% more nodes than a coverage-
only network. This suggests that the mesh network is a
more effective broadband wireless architecture than athomut
WLAN (coverage only) due to the small number of additional
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V. RELATED WORK

Prior work on placement algorithms for wireless mesh
networks has focused on heuristic algorithms. Integer pro-
gramming [2] and greedy heuristics [5] have been proposed to
choose locations for mesh nodes, but these approaches have
no provable bounds on worst case performance and do not
consider non-uniform propagation. Similarly, the problefn
backbone construction for multi-hop ad hoc networks also
requires solving coverage and connectivity constraints. |
the context of these networks, a two-phase, disc covering
approximation algorithm [17] has been presented, but only
for the uniform propagation setting.

We next consider the performance of the second proposed here has been much work on the closely related problem
algorithm, Measure-and-Place, restricting our resultsato of placing relay nodes in a two-tier sensor network scenario
smaller section of the GoogleWiFi topology. For comparijsof20]. Previous papers have taken a geometric approach to
we also use a greedy measurement algorithm to ensure bakving the coverage problem using a disk-covering algorijt
haul connectivity, where each measured link with sufficiemind then separately ensuring backhaul connectivity [1HstM
signal strength is always kept as part of the solution Steinecently, a two-phase polynomial time approximation solem



has been proposed for relay node placement in unifodinimize-Nodes algorithm minimizes deployed nodes using
propagation scenarios [4]. In contrast, our proposed dlgos the estimated signal strength values in the input graph and
jointly solve coverage and connectivity and apply to the enothen the Measure-and-Place algorithm iteratively measare
general non-uniform propagation case. Other approximatiemall number of backhaul links in the solution DCTST. As
algorithms for relay placement in the uniform propagatioa result, our algorithm ensures that the backhaul-tier liy fu
setting have been proposed to satisfy connectivity with- cooonnected in the final deployment without requiring an eshau
strained node placement [12] or to provide redundancy tjiroutive measurement study. We then evaluate the performance of
the placement of two nodes at each deployment location [2&lr algorithms, showing an 80% improvement in measured
Wireless LAN and cellular networks present a related basen-uniform propagation settings.

station placement problem, though proposed approximation
algorithms [18] do not require the connectivity constraint
seen in mesh networks. For placement in WLAN scenario$l] H. Alt, E. M. Arkin, H. Bronnimann, J. Erickson, S. P. Feik,

.. . . : . C. Knauer, J. Lenchner, J. S. B. Mitchell, and K. Whittlesgynimum-
heuristic algorithms [7] and integer programming techesju cost coverage of point sets by disks. Proceedings of the Symposium

[8] have been proposed for non-uniform propagation scenar- on Computational Geometrpages 449-458, 2006.

ios, but these algorithms do not provide worst-case boundd E. Amaldi, A. Capone, M. Cesana, and F. Malucelli. “Optiation

: models for the radio planning of wireless mesh networks. IAP
and do not address the problem of reducing the number of Networking May 2007.

measurements needed. Similarly, algorithms for celluseb [3] D. Drake and S. Hougardy. On approximation algorithms fioe

station placement for various objectives have been predent tzecmﬂal Steiner tree probleminformation Processing Letters89(1),
using heuristic algo”thms or integer programs [19]' 4] A. Efr'at, S. P. Fekete, P. R. Gaddehosur, J. S. B. MitchélPolishchuk,

Graph Steiner tree problems have been studied extensively and J. Suomela. Improved approximation algorithms foyrplacement.

and are closely related to the MNP problem. The graph Steiner In European Symposium on Algorithmsages 356-367, September

tree problem involves finding a minimum weight spanning tree., 2 ~»" £rauin and C. S. R, Murthy. Node placement aldanit for

over the set of terminals and a chosen subset of SteinersPoint” deployment of two-tier wireless mesh networks Piroceedings of IEEE
Prior two-phase placement algorithms have used Steiner tre . GLOBECOM Washington, D.C., November 2007.

; i : : [6] M. Iskander and Z. Yun. Propagation prediction models vigreless
algorithms to solve the connectivity constraint, afterngsi communication system3$EEE Transactions on Microwave Theory and

the geometric facility location problem [1] for coveragenel Techniques50(3):662—673, Mar 2002.

Degree-Constrained Steiner tree problem adds an uppedbouil K. Jaffres-Runser, J.-M. Gorce, and S. Ubéda. Monat muiltiobjective

; : formulations for the indoor wireless LAN planning proble@omputers
on the degree of any node in the Steiner tree, and has _ Operations ResearcB5(12):3885-3901, 2008.

been solved using LP rounding techniques that result in 8] M. Kamenetsky and M. Unbehaun. Coverage planning fordoott
approximation ratio o2 and a degree constraint violation of wireless LAN systems. Iinternational Zurich Seminar on Broadband

; : CommunicationsZurich, Switz., February 2002.
no more thars [10]' The node Welghted version of the degre 9] R. Karrer, A. Sabharwal, and E. Knightly. Enabling larggale wireless

constrained Steiner tree has a best-known algorithm with™ broadband: the case for TAPs. Rnoceedings of HotNets;ICambridge,
logarithmic approximation ratio [13]. The Terminal Staine _ MA, Nov. 2003.

; Al ; L. C. Lau and M. Singh. Additive approximation for bowetl degree
tree problem IS a speC|aI case of the Steiner tree prObl survivable network design. IRroceedings of ACM STQG/ancouver,

where all the terminal nodes are required to be leafs in the canada, May 2008.

solution spanning tree. The best known algorithm for tH&l] E. L. Lioyd and G. Xue. Relay node placement in wirelesnsor

. . . ; networks. IEEE Transactions on Computin§6(1), 2007.
Steiner tree problem has approximation ratio 1085 [14], (12] S. Misra. S. D. Hong, G. Xue, anpd J_nggg' Constrainedyrel

and the edge-weighted Terminal Steiner tree problem has node placement in wireless sensor networks to meet comitgcind

approximation ratio of3.1 [3]. These algorithms, though, do survivability requirements. |Rroceedings of IEEE INFOCOMPhoenix,
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