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ABSTRACT
�eries for which there are no clicks are known as abandoned
queries. Di�erentiating between good and bad abandonment queries
has become an important task in search engine evaluation since it
allows for be�er measurement of search engine features that do not
require users to click. Examples of these features include answers
on the SERP and detailed Web result snippets. In this paper, we
investigate how sequences of user interactions on the SERP di�er
between good and bad abandonment. To do this, we study the be-
havior pa�erns on a labeled dataset of abandoned queries and �nd
that they di�er in several ways, such as in the number of user inter-
actions and the nature of those interactions. Based on this insight,
we frame good abandonment detection as a sequence classi�cation
problem. We use a Long Short-Term Memory (LSTM) Recurrent
Neural Network (RNN) to model the sequence of user interactions
and show that it performs signi�cantly be�er than other baselines
when detecting good abandonment, achieving 71% accuracy. Our
�ndings have implications for search engine evaluation.

CCS CONCEPTS
•Information systems→Evaluation of retrieval results; •General
and reference→Metrics;

KEYWORDS
Good abandonment, satisfaction, user interaction modeling, LSTM,
mouse movements

1 INTRODUCTION
It has become increasingly common for search engines to provide an
enhanced user experience beyond 10 blue links. �ese experiences
take many forms, such as showing images and videos interspersed
with search results; or having news headlines show up on a Search
Engine Results Page (SERP) to save the user the hassle of having to
visit a news site in order to stay up to date. Alternatively, answers
on a SERP have become increasingly common as an a�empt to
satisfy a user’s information need without them ever needing to
visit other Web pages. For instance, Figure 1 shows an example
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Figure 1: An example of a weather answer on a SERP for the
search query weather sea�le. �e presence of this answer
may make it less likely for the user to click on Web search
result in order to be satis�ed.

of a SERP from a commercial search engine for the query weather
sea�le. As can be seen from the �gure, the SERP displays the current
weather as well as the weather forecast for the coming days, thereby
making it less likely for the user to click on any search results in
order to be satis�ed.

Traditionally, abandonment in search was seen as a negative indi-
cator of search quality, since it implied that users were not satis�ed
by any of the search results among the 10 blue links. However, due
to search engine features, such as those mentioned above among



others, there has been increasing awareness that abandonment can
also be good [1, 6, 32, 36, 39]. A challenge for search engines then
exists in di�erentiating between good and bad abandonment since
most traditional approaches for evaluating search engine perfor-
mance are based on clicks and dwell times [8, 16, 17, 24, 25].

Previous approaches have a�empted to address the shortcomings
in click and dwell time-based evaluations by considering other
signals, such as properties of the query [17] and session [7, 36],
gaze and viewport tracking [31], and signals associated with the
SERP and its elements, such as the distance scrolled or the a�ributed
reading time for web result snippets and answers [39].

We take a di�erent approach and propose to di�erentiate be-
tween good and bad abandonment based on the sequence of in-
teractions that a user makes on an abandoned SERP. Every time a
user submits a query the search engine returns a SERP. A user then
engages with the SERP in various ways. For instance, they may
scroll to inspect the search results, pause to read, scroll again, then
move the mouse, and �nally abandon the query. �is type of user
behavior can be viewed as a sequence of interactions over time.
We hypothesize that this sequence of user interactions provides
meaningful information that can be used to di�erentiate between
good and bad abandonment. �is is in contrast to other approaches
that have analyzed static user behaviors [31, 39] or properties that
are not user behaviors [7, 17].

�us, the main research question addressed by this research is:
Can a sequence of user interactions over time be
used to di�erentiate between good and abandon-
ment?

We break this main research question into two sub-research
questions.

RQ1: How do sequences of user interactions di�er
between good and bad abandonment?
RQ2: How well can sequences of user interactions
be used to di�erentiate between good and bad aban-
donment?

We hypothesize that user behavior di�ers between good aban-
donment and bad abandonment. �erefore, we analyze a collection
of labeled abandoned queries and study how their interactions dif-
fer to answer RQ1. Based on the insight gathered in RQ1, we then
set out to answer RQ2, which a�empts to use the di�erences in
user interactions for good and bad abandonment queries to build
a classi�er to di�erentiate between them. To do this we propose
to use a Long Short-Term Memory (LSTM) Recurrent Neural Net-
work (RNN) to model the sequence of interactions and treat the
problem as a sequence classi�cation problem. We choose to use
an LSTM since LSTMs have been shown to be state of the art in
various sequence modeling applications, such as language model-
ing and translation [9]. To our knowledge, this is the �rst paper to
address the good abandonment problem by framing it as a sequence
classi�cation problem.

In summary, this paper makes the following contributions:
• We study the di�erence between the interaction sequences

for good abandonment queries and bad abandonment queries.
• Based on insight gathered on these di�erence, we model

the good abandonment detection problem as a sequence
classi�cation problem.

• We propose to use an LSTM to predict good abandonment
and bad abandonment and compare the performance of
the proposed method to two baselines.

In making these contributions, the rest of this paper is struc-
tured as follows. Section 2 presents related work and is followed
by Section 3 which frames the problem and describes the user in-
teractions we use in this study. Section 4 studies the di�erence
between interactions sequences for good and bad abandonment,
while Section 5 describes the methods that we use to di�erentiate
between good and bad abandonment, including our LSTM-based
neural network. Section 6 then presents a set of experiments com-
paring our proposed method to two baselines and Section 7 presents
the conclusions.

2 RELATEDWORK
Related work falls into three categories: satisfaction in search;
detecting good abandonment; and user interactions. We do not
review general related work on sequence classi�cation due to space
constraints; however, a good overview is available in [41].

2.1 User Satisfaction in Search
Satisfaction is a measure of a user’s search experience and can be
thought of as the extent to which the goals or desires of a user are
ful�lled [21]. Satisfaction is a subjective measure and may be in�u-
enced by many factors, such as: the latency of the search engine;
the e�ort required to search; the relevance of search results; and
even the query itself [23]. In this sense, it is di�erent from more
objective relevance-based metrics, such as: Precision@k, NDCG,
and MAP, in that it a�empts to measure the whole user experience
rather than just the relevance of results. Furthermore, it has been
shown that search success does not necessarily indicate search
satisfaction [14]. In addition to this, there has been work on per-
sonalized measurement of satisfaction [18] and �ne-grained levels
of satisfaction [20]. �ery abandonment is related to satisfaction
in that good or bad abandonment may contribute to satisfaction.

�ere have been several methods proposed for modeling and
predicting satisfaction. For instance, query reformulation has been
used to measure search success [17] and it was shown that predict-
ing satisfaction and success based on query features results in be�er
performance than predicting satisfaction by click-based features. It
has also been shown that clicks followed by long dwell times are
correlated with satisfaction [8].

Kim et al. [24] study the e�ect of dwell time on search satisfaction
and consider three di�erent measures of dwell time. In [25] it is
shown that the dwell times on a landing page are a�ected by the
topic of a page and the authors propose query-click complexities
in modeling dwell times on landing pages. Since we only consider
abandoned queries in our study, landing page dwell times do not
exist; however, we do consider a similar user interaction, which is
dwell times or pauses on the SERP.

In work similar to ours, Hassan et al. [16] model the search pro-
cess as a sequence of actions that include clicks and queries and
build models that characterize successful and unsuccessful search
sessions. �is work is extended in [15], where a generative model
is used. Our work is similar in that we also use sequences of user
behaviors; however, it di�ers in that we model �ne-grained user



interactions on the SERP, such as scrolls and mouse movements,
rather that session interactions, such as clicks, queries, and refor-
mulations. Furthermore, our work di�ers in that we use these
interactions to di�erentiate between good and bad abandonment
rather than detect search success. Other work involving success in
search has analyzed the di�erence between struggling and success
in search and predicted signs of struggling [35].

Kiseleva et al. [27] predict satisfaction when using intelligent
assistants. Using features derived from voice commands and touch
interactions, they achieve be�er prediction accuracy than click
and query features alone in data collected from a user study [28].
Importantly, they evaluate satisfaction at the task level since o�en
interactions with intelligent assistants involve multiple queries.

2.2 Good Abandonment
Abandonment plays a large role in search satisfaction. For instance,
in [38] it was found that 27% of searches were performed with the
the pre-determined intent of having the search satis�ed directly
by information on the SERP. Of these searches, about 75% were
satis�ed this way. Diriye et al. [7] surveyed 186 participants and
found that satisfaction accounted for 32% of abandonment. �ey
also sampled 39,606 queries and gathered reasons for abandonment
via a popup window on the 22% of those queries that had been
abandoned. In the cases where feedback was provided, it was found
that satisfaction accounted for about 38% of abandonment.

Chilton and Teevan [3] study the e�ect that answers on a SERP
have on a user’s interactions. �ey observed that answers cannabi-
lize clicks by reducing interaction with the SERP. Williams et al.
[40] extend this work and consider the e�ect that answers on mobile
SERPs have on good abandonment. �e authors found that the type
of answer a�ects user click and abandonment behavior and argue
that all answers on a SERP should not be treated equally. In [5] it
was found that high quality SERPs lead to increased abandonment
and less clicks. One reason for this is that high quality SERPs are
more likely to contain rich information in snippets and answers.

Several di�erent features have been used to predict good aban-
donment. In [6], topical, linguistic features are used to detect po-
tential good abandonment. Song et al. [36] consider context when
predicting good abandonment. �e authors make use of query level
features, such as query length and reformulation, SERP features,
and session features. Context is incorporated by also including
these features from neighboring queries.

Li et al. [32] provide an upper limit on a good abandonment
rate. �ey found that, of queries that could potentially lead to good
abandonment, 70% of those on mobile could clearly or possibly be
satis�ed by the mobile SERP and 56% on desktop could clearly or
possibly be satis�ed by the SERP. �e authors hypothesize that the
reason for the high value on mobile is that mobile users are more
likely to formulate their queries in such a way so as to increase the
possibility of them being directly answered on the SERP.

Williams et al. [39] study good abandonment in mobile search
and �nd that there are several reasons for good abandonment in
mobile search, including search result snippets, images, and an-
swers. �e authors propose to detect good abandonment based on
user behaviors on the SERP, such as reading times and scrolls. �is
work is similar to ours in that it considers user behaviors; however,

it di�ers in that a) the authors consider mobile search, whereas we
consider desktop search and, b) the authors consider static features,
such as the number of scrolls, or average reading times for answers.
By contrast, we choose to model the sequence of interactions that
a user makes over time.

In [22], the authors use similar features to those of [39] to design
an online metric for use in an A/B experiment. �ey show the
metric to perform be�er at detecting user satisfaction compared to
a metric that only considers click and query-based signals.

2.3 User Interactions for Relevance &
Satisfaction

User interactions have been used in several studies to detect satisfac-
tion in search. For instance, [33] use mouse movement information
to predict search satisfaction. �e authors consider both direct feed-
back from users on their satisfaction as well as labels from external
judges and interestingly �nd that they consider di�erent factors
when determining whether a search led to satisfaction. Scroll and
mouse movement behaviors have also been considered in other
studies for detecting satisfaction [2, 10, 11]. Guo and Agichtein
[11] consider scroll and cursor behavior on landing pages to esti-
mate landing page relevance and similar features are used in [13]
to predict search success.

�ere have been several studies on the use of interactions on
mobile devices to detect search satisfaction. For instance, in [12],
mobile user behaviors, such as zooms, swipes, and dwell times on
landing pages are used to predict Web search satisfaction. Similar
features along with click through data are in used in [12] to predict
search success. Williams et al. [39] used similar features speci�cally
to detect good abandonment in mobile search and similar features
are once again used in [27] to predict task satisfaction with a mobile
intelligent assistant.

Viewport- and eye-tracking were used in [31] to measure a�en-
tion and satisfaction and the correlation between gaze time and
viewport time were established. A�ention was also combined with
satisfaction and clicks in [4] and in [30] a�ention was inferred by
jointly modeling interactions and the saliency of Web page content.

In [29] the authors automatically discover frequent mouse move-
ment pa�erns and use it for relevance prediction and ranking. Our
work di�ers from that work since we focus on detecting good
abandonment. Furthermore, instead of general cursor movement
pa�erns, we use a set of prede�ned mouse movements that capture
how users interact with speci�c elements on the SERP.

Our work is similar to the work mentioned above in that we also
consider user interactions to detect satisfaction. However, it di�ers
in two important ways: 1) we do not measure satisfaction in general
but instead only measure satisfaction due to good abandonment,
and 2) instead of considering the user interactions as static features,
we instead propose to model them as a sequence over time and thus
frame the problem as a sequence classi�cation problem.

3 SEQUENCES OF USER INTERACTIONS
A search session consists of various interactions, such as submi�ing
queries, visiting Web pages, returning to the search engine, refor-
mulating the query, etc. Similarly, one can also think of a sequence



of interactions taking place on the SERP; however, unlike the exam-
ples of interactions in a search session, the interactions on the SERP
are more �ne-grained. For instance, they may include interactions
such as mouse movements, scrolls, and dwells or pauses.

3.1 Why User Interactions?
An important question to ask is: why consider user interactions
when di�erentiating between good and bad abandonment aban-
donment? An important concept in search engine evaluation is the
di�erence between endogenous and exogenous features. Endoge-
nous features are features that the search engine has control over.
For instance, if the presence of a weather answer on the SERP (such
as in Figure 1) is used in a metric to determine whether or not good
abandonment occurred, then a ranker optimizing for this metric
may unintentionally learn to put a weather answer on a page. Ex-
ogenous features di�er from endogenous features in that the search
engine does not have direct control over them. For instance, a user
scrolling or pausing on a page is a user decision and not a search
engine decision. �at being said, the di�erence between endoge-
nous and exogenous features is not absolute but rather falls along
a spectrum. �e user interactions we use in this study and that are
described in Section 3.2 are exogenous. �ey involve user behaviors
in their a�empt to satisfy their information needs. �erefore, unlike
the presence of, say, a weather answer, they directly capture user
behavior and we a�empt to model how these behaviors relate to
good and bad abandonment.

3.2 Interactions
In this study, we consider the following user interactions that could
potentially occur on an abandoned SERP.

Short Pause (SP) �e user paused on the SERP for s ≤ 5
seconds.

Medium Pause (MP) �e user paused on the SERP for 5 >
s ≤ 15 seconds.

Long Pause (LP) �e user paused on the SERP for 15 > s ≤
30 seconds.

Very Long Pause (VLP) �e user paused on the SERP for
s > 30 seconds.

Scroll Down (SD) �e user scrolled down on the SERP.
Scroll Up (SU) �e user scrolled up on the SERP.
Scroll (S) �e user scrolled on the SERP but no down or up

direction was detected.
Move-Web (MW) �e user moved their mouse pointer onto

a Web result.
Move-Answer (MA) �e user moved their mouse pointer

onto an Answer.
Mouse Read (MR) �e user moved their mouse in a le�-to-

right horizontal direction for a minimum amount of pixels,
thereby emulating reading from le� to right.

For each abandoned query, we build a sequence of interactions
made up of the interactions described above.

3.3 Interaction Timeline
A user’s interaction on the SERP create a sequence of interactions
over time. In the case of an abandoned query, a user begins at time
step t0, when they land on the SERP. �ey then take interactions in a

sequence of timesteps t1-tn−1, a�erwhich they abandon the query at
timestep tn . �erefore, we can represent the set of user interactions
on an abandoned SERP as the sequence at0 ,at1 ,at2 , ...,atn−1 ,atn ,
where at is the action at timestep t

4 SEQUENCES OF ACTIONS IN ABANDONED
QUERIES

One of the main contributions of this paper is to measure how
sequences of user interactions di�er for queries leading to good
abandonment and those leading to bad abandonment. In the previ-
ous section we described user interactions on an abandoned query
as forming a sequence of interactions over time and presented a set
of 10 interactions that we consider in this study. In this section, we
present an analysis of the properties of those sequences of interac-
tions in abandoned queries. �is analysis is based on a dataset of
labeled abandoned queries, which we describe in the next section.

4.1 Dataset
Labeled data was gathered via crowdsourcing in order to conduct
experiments. �e crowdsourcing platform included tools for judge
quali�cation and automatic spam detection and judges were trained
in the good abandonment detection task. �e data came from a
commercial search engine and about 1000 abandoned queries were
sampled for judgment. We follow a similar approach to other stud-
ies where crowdsourced judgments were collected for measuring
user satisfaction and showed the judges queries in context [34, 39].
Judges were shown the following information: the query that was
abandoned; the previous and next queries to provide query context;
the location of the user when the query was submi�ed; and a screen-
shot of the SERP for the abandoned query. Judges were the asked
to provide feedback as to whether the abandonment was good, bad,
or ambiguous. At least 3 judgments were collected for each query
and the majority vote was take. �e overall judge agreement rate
on the labels was 88.8%.

In order to increase the size of our labeled data set we perform
automatic data expansion. �e data expansion is based on the as-
sumption that, if a judge were to rejudge a previously seen query in
the same context, then they would assign it the same label. Based
on this assumption, the data was then expanded as follows. For an
abandoned query, qn , a triple in the form of (qn−1, qn , qn+1) was
generated where qn−1, qn , and qn+1 were successive queries in a
user session. �en, this triple was matched against all triples in
which the abandoned query occurred in the dataset that we sampled
the original 1000 queries from and all matching occurrences were
given the same label. For instance, if the label for the triple (infor-
mation retrieval conferences, cikm 2017, cikm 2017 submit date) was
labeled as good abandonment, then any query with the same triple
was labeled with good abandonment. It is important to note that,
while automatically expanded query triples may have the same
label, their interaction sequences may di�er.

We gathered a total of 21,262 labeled judgments for abandoned
queries. Of these, 10,032 were labeled as good abandonment and
11,230 were labeled as bad abandonment. We use this dataset for
our sequence analysis as well as for our experiments in Section 6.



Figure 2: Length distribution of sequences of interactions in
abandoned queries.

Figure 3: Cumulative distribution of sequence lengths.

4.2 Sequence Length
We �rst analyze the lengths of the sequences of interactions. Figure
2 shows the distribution of these lengths. As can be seen from
the �gure, as much as 40% of good abandonment queries contain
only one interaction on the SERP compared to about 17% for bad
abandonment queries. As will be shown later, the majority of
these are Move interactions. �e same observation can be made for
sequences of length 2, where a larger proportion of good abandon-
ment sequences contain two interactions relative to the proportion
of two interaction sequences for bad abandonment. However, for
sequences with 3+ interactions this relation is reversed. At each
sequence length of 3 or higher, bad abandonment has relatively
higher occurrence compared to good abandonment. �e data sug-
gests that bad abandonment is generally associated with longer
sequences of interaction on the SERP. �is result is in line with the
�nding in [39], where it was shown that the total number of mobile
swipe actions was negatively correlated with user satisfaction.

Figure 3 shows the cumulative distribution of sequence lengths.
Analyzing the di�erence between good abandonment and bad aban-
donment reveals some interesting trends. For instance, about 80% of
good abandonment queries contain 6 or fewer interactions and 90%

of them contain 10 or fewer interactions. �us, the vast majority
of satisfaction due to good abandonment is achieved with 10 or
fewer interactions. �is is in contrast to bad abandonment where
10 and 15 interactions are required to account for 80% and 90% of
queries, respectively. �is analysis suggests that more interactions
on the SERP could be associated with less satisfaction and more
bad abandonment. One way of interpretation this �nding is that
more interactions are a result of users struggling to satisfy their
information need.

4.3 N-Gram Frequency
�e previous section showed how sequence lengths tend to be
longer for bad abandonment queries. �e next question that we
seek to answer is: how do the actual interactions di�er among good
and bad abandonment? Are some interactions or sub-sequences of
interactions more common? To answer this question, we analyze
the relative frequency of the top 10 occurring unigrams, bigrams,
and trigrams in the data. �e results are shown Table 1.

As can be seen from Table 1, the most common occurring in-
teraction is a Move interaction, occurring in 98% and 92% of good
abandonment and bad abandonment queries, respectively. �e next
most common unigram in both cases is Move-Answer, where the
user moves their mouse onto an answer on the SERP. However,
the relative frequency di�ers by a large amount as this interaction
only occurs in 46% of good abandonment queries compared to 71%
for bad abandonment. One interpretation of this is that, when the
answer satis�es the user then there is less of a need for them to
interact with it. Table 1 also shows that user are also more likely to
dwell on a bad abandonment query. For instance, the Short Pauses
(SP), Medium Pauses (MP) and Long Pauses (LP) occur on 53%, 40%
and 14% of bad abandonment queries, respectively. By contrast,
SP, MP and LP occur on 34%, 22%, and 7% of good abandonment
queries. �e more frequent pauses in bad abandonment queries
suggests that users spend more time reading the SERP. �is hy-
pothesis is supported by the frequency of Scroll Downs (SD) and
Scroll Ups (SU). For good abandonment queries, these two types of
scrolls occur in 24% and 15% of queries, respectively; whereas in
bad abandonment they occur in 35% and 31% of queries. As was
the cases with longer pauses for bad abandonment queries, this
increased scrolling behavior is indicative of users spending more
time looking for information on the SERP.

One can observe similar behavior when looking at the bigrams
and trigrams. For instance, the bigram Scroll Down-Short Pause (SD-
SP) occurs twice as frequently in bad abandonment queries than
it does in good abandonment queries at 22% and 11%, respectively.
Once again, this bi-gram is indicative of information seeking behav-
ior. Similarly, the Scroll Down-Short Pause-Scroll Up trigram is the
most common trigram for bad abandonment and occurs in 15% of
queries. �is trigram captures the process by which a user scrolls
down a page, reads the results and likely �nds nothing useful, and
then scrolls back up.

4.4 Discussion
this analysis has shown, the length and types of interactions di�er
among good and bad abandonment and allows us to answer RQ1:
How do sequences of user interactions di�er between good and bad



Table 1: Top 10 occurring unigrams, bigrams, and trigrams
for abandoned queries in labeled data. �e relatively fre-
quency in which each n-gram occurs in the data is shown
in parentheses as a percentage.

Unigrams
Good Bad

M (98%) M (92%)
MA (46%) MA (71%)
SP (34%) SP (53%)
SD (24%) MP (40%)
MP (22%) SD (35%)
MW (20%) MW (33%)
SU (15%) SU (31%)
MR (10%) LP (14%)
LP (7%) VLP (12%)

VLP (6%) MR (10%)
Bigrams

Good Bad

M,MA (22%) MA,M (28%)
MA,M (18%) M,SP (25%)
MA,SP (15%) M,MA (24%)
SP,M (13%) SD,SP (22%)
M,SP (13%) MA,SP (22%)
SD,SP (11%) SP,MA (21%)
SP,SD (11%) SP,M (21%)
SP,MA (10%) M,MP (19%)
SP,SU (9%) SP,SU (18%)

MA,MP (8%) SP,SD (18%)
Trigrams

Good Bad

M,MA,M (9%) SD,SP,SU (15%)
MA,SP,M (8%) M,SP,MA (14%)
SD,SP,SU (7%) MA,SP,M (14%)
M,SP,MA (7%) M,MP,MA (11%)

MA,M,MA (7%) SP,SD,SP (9%)
M,MA,SP (6%) M,MA,M (9%)
SP,SD,SP (5%) MP,SD,SP (8%)

MA,MP,M (4%) MA,MP,M (7%)
MA,SP,SD (4%) SP,MA,M (7%)
M,SP,SD (4%) M,SP,SD (7%)

abandonment? Bad abandonment queries usually lead to more user
interaction as users spend more time searching for information to
satisfy their information needs. �is is in contrast to good aban-
donment queries where interaction sequences are relatively short.
Furthermore, the types of interactions di�er with dwell and scroll
actions being relatively more common among bad abandonment
queries than good abandonment queries. �ese �ndings suggest
that there are su�cient di�erences between the sequences of user

interactions for good abandonment and bad abandonment to war-
rant the use of them for di�erentiating between the two. We present
an experiment testing this idea in the next section.

5 CLASSIFYING SEQUENCES OF USER
INTERACTIONS

Section 4 presented an analysis of the di�erences between se-
quences of interactions for good abandonment queries and bad
abandonment queries. It was found that di�erences exist in terms
of the lengths of sequences of interactions as well as the interac-
tions themselves. A natural question then arises is given by RQ2:
How well can sequences of user interactions be used to di�erentiate
between good and bad abandonment?

In answering this question we seek to determine if the di�er-
ences observed in the interactions for good abandonment and bad
abandonment are useful to di�erentiate between the two.

Since this study has focused on sequences of user interactions,
sequence classi�cation provides a natural solution to the problem.
In sequence classi�cation, the input is a sequence s and the goal
is to �nd the most likely class c given s . �ere are several ways
one might go about building a classi�er to determine P(c |s) and, in
this paper, we propose to use a Long Short Term Memory (LSTM)
Recurrent Neural Network (RNN). LSTMs have the bene�t over
standard RNNs in that they are able to be�er handle long term
dependencies in the data [19]. As a result of this, LSTMs have been
able to achieve state of the art performance in several sequence
classi�cation problems [9]

We compare the performance of the LSTM-based architecture
that we use to two baseline methods. �e �rst is a classi�er based on
the most frequent n-grams in a large dataset of abandoned queries.
�e second is a generative model that previously achieved state
of the art in measuring search success [15]. In this section, we
describe the baseline approaches as well as the LSTM-based neural
network architecture used in this study.

5.1 Baseline 1: Top N-Grams
�e �rst approach we use involves the top N-grams. A set of
1 million abandoned queries was analyzed and the top 10 most
frequent unigrams, bigrams, and trigrams were identi�ed. �en, for
any given training or testing query, the presence of each of those
unigrams, bigrams or trigrams is identi�ed by binary indicator in
the feature vector. Unlike the other approaches used in this paper,
the N-gram-based approach does not model the actual sequence of
user interactions over time. Instead, it simply considers whether a
short sub-sequence of actions occurs or not.

When N-grams are used as features, we make use of the Gradient
Tree Boosting ensemble method as a classi�er.

5.2 Baseline 2: Generative Model
�e second approach we use is the generative model proposed in
[15]. �is model was originally used to measure search success
from a sequence of actions in a session and thus included actions
such as clicks, reformulations, and queries. By contrast, we only
consider the interaction within a single abandoned query.

�e generative model is a mixture model, which is composed
of two components: good abandonment and bad abandonment. A



sequence of interactions is generated by the mixture model and,
given a sequence of user interactions, the goal during classi�cation
is to determine whether that sequence was generated by the good
abandonment component of the mixture model or the bad abandon-
ment component. If C = [cд , cb ] is the set of classes corresponding
to good and bad abandonment, respectively, then a sequence si is
generated according to a distribution P(si |C,θ ), where θ are the
parameters of the probability distribution of the mixture model.
�erefore, from [15], the likelihood of seeing any sequence si is
given by:

P(si |θ ) =
∑

c ∈[cд,cb ]
P(c |θ )P(si |c;θ ) (1)

If we assume that every interaction that a user takes is only
dependent on the previous action, then:

P(s |c,θ ) ∝
n∏
j=1

P(aj |aj−1; c;θ ), (2)

where n is the length of the sequence.
We therefore have the parameters θa,a′,c ≡ P(a′ |a; c ;θ ), for each

class c and each pair of sequential interactions (a,a′). �e �nal
parameters of the model are the prior class parameters, P(cд |θ ) and
P(cb |θ ). By expanding Equation 1, the probability of generating
any sequence of user interactions is given by:

P(si |θ ) ∝
∑

c ∈[cд,cb ]
P(c |θ )

n∏
j=1

P(aj |aj−1; c;θ ) (3)

5.2.1 Learning the Parameters. �e parameters θ̂ of the gener-
ative model need to be learned from the training data. To do that
we follow [15] and use maximum a posterior (MAP) estimates with
Dirichlet priors.

�e action transition parameters are estimated as:

θ̂a,a′,c ≡ P(a′ |a; c; θ̂ ) =
1 + Nai ,aj ,c

|A| + Nai ,c
, (4)

where |A| is the total number of interactions, Nai ,aj ,c is the number
of transitions from interaction ai to aj in class c , and Nai ,c is the
count of interaction ai . �e prior class probability parameters are
given by:

θ̂c ≡ P(c |θ̂ ) = 1 + Nc
2 + N , (5)

where Nc is the number of interaction sequences in the training
data belonging to class c and N is the total number of interaction
sequences in the training data.

A�er these parameters have been estimated, the conditional
probability of a new sequence si is given by:

P(C |si , θ̂ ) =
P(c |θ̂ )P(si |c; θ̂ )

P(si |θ̂ )
. (6)

Finally, a sequence is classi�ed as the most likely class given the
sequence of actions as:

Prediction(si ) = arg max
c ∈cд,cn

P(c |si , θ̂ ) (7)

5.3 Long Short-Term Memory Recurrent
Neural Network

As previously mentioned, we propose to use an LSTM-based RNN
since it naturally �ts the problem of sequence classi�cation and has
achieved state of the art performance in other domains.

A Recurrent Neural Network (RNN) is a neural network where
the connections between units form a cycle, thereby enabling them
to process sequences of data. �is is in contrast to a feed forward
network where the input data is of a �xed length. Long Short-Term
Memory (LSTM) units are a type of unit that can be used in RNNs
and that have become increasingly popular in the literature and
in industry due to their state of the art performance, which o�en
comes from their ability to be�er handle long sequences of data
and long term dependencies [19].

A unit in a LSTM, is a recurrently connected unit that has, input,
output and forget gates, as well as a memory cell. �e e�ect of
the gates is to modulate the incoming, outgoing, and historical
signals. �e memory cell captures the long term memory of the
unit. Formally, we use an LSTM unit that receives xt as input at
time t and is de�ned by:

it = σ (W ixt +U iht−1 + bi ) (8)

ft = σ (W f xt +U f ht−1 + bf ) (9)

ot = σ (W oxt +U oht−1 + bo ) (10)

C̃t = tanh(W cxt +U cht−1 + bc ) (11)

Ct = it ∗ C̃t + ft ∗Ct−1 (12)

ht = ot ∗ tanh(Ct ), (13)

where it , ft , and ot , are the input, forget, and output gates. C̃t
is the candidate value for the state of the memory cell andCt is the
�nal state of memory cell at timestep t . Lastly, ht is the output of
the unit. �eW andU are the weight matrices for the current input
and previous output, respectively, and the b are the bias vectors.

In this study we use an LSTM RNN as de�ned above to model
the sequence of user actions. �e input xt to our model are word
embeddings of the action labels. �ese embeddings were learned
from over 10 million sequences of actions using the word2vec tool
using the cbow method, a window size of 1, and an output dimen-
sion of 100. We also allow these vectors to be �ne-tuned as part of
the training process. �e e�ect of this is that each action presented
in Section 3.2 is represented as a 100 dimensional vector. When we
feed data into this network, we feed this 100-dimensional vector
for each timestep in the interaction sequence. �e embedding layer
is connected to a block of 32 LSTM units with the possibility of
dropout. Dropout is an approach to preventing over��ing in neu-
ral networks by randomly dropping units and their connections
in order to prevent unit co-adapting [37]. �e output from the
last timestep in the LSTM is presented to a standard feed-forward
neural network that contains a single output neuron that uses the
sigmoid activation function. �e output of this layer is then used
as the �nal prediction. To train the network, we make use of the
Adam optimization algorithm [26].



Table 2: Performance of classi�ers on abandoned data. 10,032 good abandonment queries; 11,230 bad abandonment queries.
Bold results indicate the best performance for the metric. † indicates statistical signi�cance in a Wilcoxon signed-rank test at
the 5% level (p < 0.05) for the best performing classi�er for each metric compared to the others.

Classi�er Accuracy Good P Bad P Good R Bad R Good F1 Bad F1

Top N-Grams 0.6922 0.6730 0.7079 0.6761 0.7065 0.6744 0.7080
Generative Model 0.6095 0.5743 0.6520 0.6662 0.5589 0.6168 0.6018
LSTM 0.7096† 0.6769 0.7445† 0.7356† 0.6864 0.7049† 0.7141†

Table 3: Performance of classi�ers on labeled abandoned data from Flights A-D. Bold results indicate the best performance for
the metric. † indicates statistical signi�cance in a Wilcoxon signed-rank test at the 5% level (p < 0.05) for the best performing
classi�er for each metric compared to the others.

Flight A
Classi�er Accuracy Good P Bad P Good R Bad R Good F1 Bad F1

Top N-Grams 0.6471 0.9857 0.0056 0.6526 0.1723 0.7853 0.0109
Generative Model 0.5955 0.9864 0.0078† 0.5992 0.2747† 0.7455 0.0151
LSTM 0.7286† 0.9867† 0.0057 0.7354† 0.1323 0.8427† 0.0109

Flight B
Classi�er Accuracy Good P Bad P Good R Bad R Good F1 Bad F1

Top N-Grams 0.6078 0.9743 0.0154 0.6153 0.2701 0.7542 0.0291
Generative Model 0.6777† 0.9815† 0.0288† 0.6834† 0.4214† 0.8058† 0.0539†
LSTM 0.6551 0.9753 0.0159 0.6642 0.2443 0.7902 0.0299

Flight C
Classi�er Accuracy Good P Bad P Good R Bad R Good F1 Bad F1

Top N-Grams 0.7352 0.9101† 0.2175† 0.7749 0.4498† 0.8371 0.2931†
Generative Model 0.7177 0.9060 0.1994 0.7570 0.4352 0.8248 0.2735
LSTM 0.7542† 0.8985 0.2012 0.8117† 0.3410 0.8529† 0.2530

Flight D
Classi�er Accuracy Good P Bad P Good R Bad R Good F1 Bad F1

Top N-Grams 0.6374 0.9487 0.0489 0.6534 0.3351† 0.7738 0.0853
Generative Model 0.6480 0.9424 0.0357 0.6703 0.2296 0.7834 0.0618
LSTM 0.7076† 0.9511† 0.0547† 0.7296† 0.2946 0.8257† 0.0923†

6 EXPERIMENTS
6.1 Classi�cation Performance
We evaluate the performance of the classi�ers presented in Section
5 on the dataset presented in Section 4.1. �is dataset contain 10,032
samples of good abandonment, and 11,230 samples of bad abandon-
ment and we used 10-fold cross validation for the experiment.

For the top N-gram features, we used a Gradient Tree Boosting
Ensemble. During training, we perform a grid search on the cross
validation training set in order to �nd the best values for the number
of leaves, min samples to split, tree depth, and number of learners.
For the LSTM RNN, we perform a grid search over the learning
rate and dropout rate. When the dropout rate is set to 0, there is
zero probability of units and their connections being dropped. We
set the batch size during training to 128. Training LSTMs can be
costly, therefore we employ early stopping as follows. For each

training fold we retain 10% of the fold as a validation set. We then
stop training when the validation loss does not change by a delta
of 10−8 over 3 epochs with logloss as the loss function.

Table 2 shows the performance of the di�erent classi�ers. As
can be seen from the table, the best performance is achieved by
the LSTM, which reaches an accuracy of 70.96%, which is signif-
icantly be�er than the other methods. �e next best accuracy of
69.22% is achieved by the Top N-Grams approach, while the lowest
is achieved by the Generative Model. �e LSTM approach also
achieves the highest precision for both good abandonment and bad
abandonment, doing signi�cantly be�er than the other methods in
each case. Of particular interest is the bad abandonment precision,
which is 74.45% compared to the next best 70.79% by the Top N-
Grams approach. �e Generative Model has the worst performance
of all the classi�ers, while the Top N-Grams approach achieves
the best recall for bad abandonment queries. Overall, the LSTM



Table 4: Flight Statistics

Flight Size Good Bad
Flight A 150,353 148,655 1,698
Flight B 44,724 43,748 976
Flight C 2,407 2,113 294
Flight D 1,768 1,862 94

outperforms all other methods signi�cantly on 6 of the 7 metrics.
While these �ndings show that the LSTM-based RNN provides a
good approach to modeling sequences of user interactions, a natural
question that arises relates to how well it generalizes for use across
di�erent datasets. We address this question in the next section.

6.2 Generalizing Across Datasets
�e previous experiment showed the LSTM to be the best perform-
ing classi�er on the dataset described in Section 4.1. An interesting
question that naturally arises is: how well do the di�erent methods
perform when evaluated on datasets that may be drawn from other
distributions? �is question naturally mimics the se�ing that occurs
in production for a commercial search engine where the addition of
new features, such as new answers, Web page summarizations, etc.,
lead to di�erent user interaction behavior. As an example of this,
consider the case where an answer triggers for the query cikm 2017
dates where it never triggered before. �is hypothetical triggered
answer may show the dates of the conference and its presence may
lead to di�erent scroll and mouse movement behavior compared to
the case where the answer did not trigger.

To understand how well the di�erent methods generalize, we
design an experiment whereby we train the di�erent classi�ers on
the data presented in Section 4.1. We then test the performance of
these classi�ers on independent datasets that were drawn indepen-
dently of the training data. We describe the data in the next section
and then present the experiment and its results.

6.2.1 Datasets. To test this scenario, we sampled queries from
di�erent online �ights, where an online �ight refers to an online
experiment that isolates the �ring of an experience to a speci�c set
of users. For example, an online �ight may be created for our hypo-
thetical conference dates answer and only users on that �ight will
experience that feature. We consider four di�erent online �ights in
a commercial search engine, hereby labeled A, B, C & D. �e �ights
consist of changes to the search engine, such as: changes to the rele-
vance ranker, and changes to the generation of snippets. We collect
data from these �ights the same way as described in Section 4.1 and
perform the same dataset expansion. Table 4 shows the number of
abandoned queries labeled for these �ights as well as the number
of good and bad abandonment queries. As can be seen from 4, for
all of the �ights, the number of good abandonment impressions
vastly exceeds the number of bad abandonment impressions.

6.2.2 Approach & Results. In this experiment, all data from the
dataset described in Section 4.1 was used as training data. Once
again, a grid search was performed for the number of leaves, mini-
mum samples to split, tree depth, and number of learners for the

Gradient Tree Boosting Ensemble used with the Top N-Gram fea-
tures. Similarly, for the LSTM RNN, a grid search is used to �nd the
learning rate and dropout rate, with 10% of the training data being
used for validation and early stopping. �e trained model is then
used to classify the labeled data from Flights A,B,C & D, which we
repeatedly sample in order to allow us to test for signi�cance. �e
results are presented in Table 3.

As can be seen from Table 3, the LSTM model achieves signi�-
cantly be�er accuracy than the other models on three of the four
�ights. For �ights A, C, and D, the di�erence in accuracy between
the best performing LSTM and the second best classi�er is 8.15,
1.9, and 5.96%, respectively. For �ight B, where the generative
model performed best by achieving an accuracy of 67.77%, the
LSTM achieved the second best accuracy of 65.51%. �ese �ndings
provide evidence that the LSTM model generalizes relatively well
in terms of accuracy compared to the other approaches.

When measuring good abandonment, the LSTM achieves the
best precision on two of the four �ights and the best recall on three
of the four �ights. Generally, the precision for good abandonment
is relatively similar for the di�erent models, di�ering at most by
just over 1% on �ight C. However, for good abandonment recall,
the magnitude of the improvement is larger with the di�erence in
the recall between the LSTM and second best performing method
being 8.28, 3.68, and 7.62% for �ights A, C, and D, respectively. As
with recall, the good abandonment F1 score is highest for the LSTM
method for three of the four �ights.

For bad abandonment, the di�erence between the precision for
best and second best performing methods is relatively small at <2%,
with the generative model achieving the best performance on two
�ights, and the LSTM and Top N-Grams model achieving the best
performance on the remaining two. For bad abandonment recall,
the LSTM never achieves the best performance, while the other
two models achieve the best bad abandonment recall twice each.

Across �ights the LSTM-based model achieved the overall best
accuracy, good abandonment precision, good abandonment recall,
and good abandonment F-score. �is is consistent with the results
presented in Table 2, where the training and testing data were
drawn from the same distribution. Similarly consistent with Ta-
ble 2, the LSTM-based model also achieved the worst overall bad
abandonment recall. �ese �ndings in general reveal that the LSTM-
based model generalizes quite well by having relatively consistent
performance across datasets.

6.3 Discussion
We have presented two experiments whereby we used sequences
of user interactions to di�erentiate between good and bad aban-
donment. �is allows us to answer RQ2: How well can sequences of
user interactions be used to di�erentiate between good and bad aban-
donment? We achieve a recognition of 71% with the LSTM-based
model. Furthermore, we showed how this model is able to behave
relatively consistently across datasets.

7 CONCLUSIONS
Measuring good abandonment is becoming an increasingly impor-
tant problem as search engines become more focused on satisfying
users without them needing to leave the SERP. In this study we



proposed to use sequences of user actions to di�erentiate between
good and bad abandonment. We studied the di�erence between
sequences of interactions for good and bad abandonment queries
and showed that bad abandonment queries typically involve more
user interactions and are more likely to contain scroll and dwell
interactions. Based on this insight, we formulated good abandon-
ment detection as a sequence classi�cation problem. We proposed
to use an RNN to classify the sequence of user interactions and
showed a classi�cation accuracy of 71%. Lastly, we also showed
how this model was able to generalize well across datasets.
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