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Abstract
Media representations of people with disabilities profoundly influ-
ence societal perceptions, yet have historically been absent, stereo-
typed, or inaccurate. As AI-generated visual media becomes in-
creasingly prevalent, there is a critical opportunity to address these
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misrepresentations. Responding to the lack of collectively nego-
tiated representation standards, this paper presents our human-
centric approach to engaging disability communities meaningfully
in AI data practices. Over three months, we worked closely with
three disability organizations across the Global North and South
to develop the Community Library Creator that introduces design
scaffolds to support communities in defining ‘good’ representation
and curating community-centric AI datasets; laying the foundations
for community-specific evaluation metrics and future model adap-
tations. We contribute qualitative insights into the complexities
of community-led data curation; discuss the value and practical
challenges of intersecting human insights with AI requirements;
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and reflect on human-centered AI approaches that empower com-
munities to share their perspectives and actively shape AI data
practices.

CCS Concepts
•Human-centered computing→ Participatory design; Empir-
ical studies in HCI; • Computing methodologies→Machine
learning.
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1 Introduction
How people with disabilities (PwD) are presented in media plays a
pivotal role in shaping public perceptions and social norms [34, 105],
influencing livelihood through access to education and employ-
ment [47]. Yet, media portrayals of PwD have historically been
absent, stereotyped, harmful or inaccurate rather than reflecting au-
thentic, lived experiences [34, 49, 88, 114, 117]. Although visibility
of PwD is slowly increasing, one billion PwD globally remain largely
invisible or inaccurately depicted in the media [5]. As AI-generated
visual media becomes rapidly more accessible to people [81], there
is opportunity to address this historical misrepresentation and pro-
mote a more authentic, positive representation of disability.

AI media generation, specifically image generation models that
translate free-form text prompts into visuals [87, 94, 95], have
been trained on datasets that reflect this historical erasure and
bias. As a consequence, they currently depict PwD in unrealistic
or dehumanizing ways [48, 77], and often omit or distort repre-
sentations of assistive technologies [77]. Generative AI outputs
tend to reproduce normative views and mirror societal biases for
marginalized groups [15, 21, 36, 41, 42, 45, 53, 66, 72, 91], including
PwD [10, 12, 39, 48, 54, 62, 77, 113]. Unlike other forms of marginal-
ization (e.g., gender, race), disability representation has yet to be
publicly debated or defined (cf. evolving work by [103, 117]). This
calls for disability communities to lead the conversation in shap-
ing a shift to positive representation as AI-generated visual media
continues to scale.

To meaningfully shift representation in AI systems, we must
reconfigure how disability communities are involved in AI data
practices. Current data collection processes prioritize scale over
inclusion, relying on web-scraping (e.g., [40, 97]) and synthetic
pipelines that reflect developer biases and the uneven availability of
online content [13, 14, 57, 96]. These approaches produce noisy and
skewed datasets; they exclude communities from defining how they

wish to be represented. Community involvement, if present, has
often been limited to data collection, annotation or model output
evaluation. Conceptualized representation and its translation in
data are under-supported. This gap reinforces extractive dynamics
and misses the opportunity to embed community expertise into the
foundations of AI development. Despite calls for more inclusive
data-centric AI (e.g., [11, 31, 53, 96, 107]), approaches that enable
communities to define and curate datasets remain underexplored.

In this work, we partner with disability communities to mean-
ingfully engage them in AI data practices through their defining
and evaluating what ’good’ representation means to them, and its
embedding within a curated dataset – the Community Library. Over
a period of three months, we work closely with three non-profit
organizations representing people with dwarfism and people with
vision impairments across the Global North and South to develop a
first technical prototype—the Community Library Creator. Through
this, we explore how technology scaffolds can help lower barriers
to participation and embed community voice and values into AI
data practices. Our approach lays the groundwork for disability
community-specific evaluation metrics and future model adapta-
tions towards the larger vision of improving representation in AI
image generation.

Against this backdrop, our work makes three main contributions:

• We present our technology-supported, community-led ap-
proach that introduces various design scaffolds – an image-
first workflow, a structured Community Library, community-
centric prompt generation, andAI evaluation – to aid commu-
nities in specifying their desired representation and embed
these insights into AI-interpretable data formats.We describe
rich qualitative insights that highlight the individualized,
dynamic, and negotiated nature of each communities’ repre-
sentation definition, and the complexities of community-led
data curation such as balancing lived realities with future
aspirations, and navigating intra-community diversity.

• We discuss the value of our approach and surface practi-
cal challenges for intersecting human insights with tech-
nical AI requirements (e.g., concept completeness, balance,
or data scale). By surfacing these tensions, we outline fu-
ture directions in this emerging research area for facilitating
community-centric AI data practices.

• We reflect on human-centred approaches to empowering
communities in AI data work, proposing (i) a shift from
identifying harms to cultivating meaningfully representa-
tion; and discussing (ii) the use of advocacy organizations
as proxies for bounded communities, and as infrastructures
for community outreach and deliberation.

2 Related Work
This section outlines the: (1) importance of appropriate and inclu-
sive disability representation in media, and existing efforts in its
definition; (2) limitations of current image generation models, and
the value of community-led evaluation to drive improvements; and
(3) how existing data-centric AI practices underscore the need to
involve (disability) communities in shaping those practices.

https://doi.org/10.1145/3772318.3790768
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2.1 Disability Representation in (Digital) Media
Visual media plays a significant role in shaping public opinion and
social norms, including societal perceptions of disability [10, 34,
105, 117]. It also impacts how PwD form their identity: positive
portrayals can affirm identity, while negative ones may lead to
denial [120]. Yet, PwD are frequently absent or negatively stereo-
typed in media [34, 49, 103, 120] – portraying them as objects of
pity, charity, or humor [49, 88], or as super-heroes overcoming
insurmountable barriers [34, 100, 120]. These framings typically
reflect how disability is perceived by others rather than capturing
the lived experiences of PwD, resulting in inauthentic or incomplete
depictions [49]. Yet, there remains limited understanding of what
it means to represent PwD and their communities well in (digital)
media to drive meaningful change.

Several works have explored how PwD wish to represent them-
selves in digital depictions, mainly as virtual avatars or agents
(e.g., [9, 33, 43, 76, 118, 119]). Existing research found that posi-
tive representation requires empowering users to control how and
when they disclose their disability – whether by showing physi-
cal differences, assistive technologies (ATs), or through behaviors
and symbols like movement patterns, sign language, or cultural
icons [76, 119]. Furthermore, disclosure varies by person and con-
text: some people, and depending on the social context, embrace
disability as a core identity, while others generally or temporar-
ily minimize it to “present a capable self” [118]. As such, the lit-
erature suggests flexibility, providing a range of potential depic-
tions [76, 118, 119].

In this paper, we shift focus from individual self-portrayals and
personal preference to ‘collective representation’ by exploring how
disability communities negotiate their preferred representation to
audiences external to their community.

2.2 Community-Defined Concepts and Data for
AI Evaluation & Image Generation

Previous research has highlighted challenges for image generators
to depict PwD in respectful and realistic ways [48, 77], echoing
broader biases seen in representations of other marginalized com-
munities [12, 21, 81, 91]. Mack et al. [77] conducted focus groups
examining how PwD were represented in image generation models.
Their findings revealed a recurring reliance on reductive archetypes
– portraying PwD as sad, lonely, inactive, or incapable. Additionally,
assistive technologies (ATs) were frequently foregrounded over
the individuals themselves, leading participants to describe such
imagery as ‘dehumanizing’ [77]. These findings highlight how so-
cietal stereotypes manifest in AI systems and underscore the need
to address representational harms for disability communities.

The limitations of current image generation models in represent-
ing PwD stem from the data pipelines and practices typically used
to train them.Web-scraped data for AI model pre-training is skewed
towards an underrepresentation of disability data [69, 79]. Even
when PwD data is available, data from marginalized groups is often
automatically filtered out by techniques for removing ‘low’ qual-
ity data [57, 104], which rely on biased models such as CLIP [92].
Addressing these knowledge gaps through large-scale model pre-
training is challenging due to the scale of the data required, com-
putational resource needs, and the proprietary nature of many

advanced models. Nevertheless, smaller datasets can be vital in en-
abling key post-training techniques such as fine-tuning, in-context
learning, and prompt engineering (cf. [86, 122]).

Data alone is not enough to improve AI models. It is important to
evaluate whether AI models produce respectful and accurate repre-
sentations of disability communities [65]. However, common image
generation evaluation metrics — such as CLIPScore [55], FID [56],
and uses of multimodal large language models (MLLMs) ‘as-judge’
metrics [58, 71] often penalize authentic depictions of ATs, while re-
warding incorrect or even offensive renderings (e.g., Braille displays
shown as paper) [65]. They also tend to over-index on superficial
realism and lack the domain-specific knowledge needed to assess
nuanced aspects of disability representation. Taking a different
perspective, recent social science work [89] has proposed richer
evaluation categories that can give more nuance to assessments of
cultural images, including: incorrectness, missingness, specificity,
coherence, and connotation. This growing body of work under-
scores that evaluation approaches are in their infancy, and that
solutions must be both technically practical and socially situated.

A particularly promising evaluation approach is fine-tuning
MLLM ‘judges’ on context-aware or community-sensitive data [75,
111]. A noted current challenge is the required foundational step
of: clearly defining what constitutes ‘good’ representation for a
community that can be used in the fine-tuning process. Recent calls
– in generative AI evaluation frameworks [115] – to separate the
systematization of the concept to be measured, and the operational-
ization of the measure technically,further emphasizes the need to
articulate what is evaluated before determining how to evaluate it.

Our work contributes to this emerging area by demonstrating
how technology scaffolds and direct community-engagement can
support this important definition step and enable data collection
to operationalize meaningful metrics and evaluator models for
assessing AI-generated images of disability communities.

2.3 Bringing (Disability) Communities into AI
Data Practices

The domain of Human-centered AI HCAI calls to actively involve
people in AI design to ensure systems better reflect the values,
preferences and needs of users, and other impacted stakeholders
(e.g., [4, 8, 16, 99, 101, 104, 110]). However, in a recent review paper,
Delgado et al. [31] found that most AI projects bring stakeholders
merely in as consultants, in one-off preference elicitation or UI de-
cisions (cf. also [27, 108]). Similarly, in research involving PwD, par-
ticipants mostly collaborate on the design or evaluation of access-
supporting generative AI systems [2, 3, 22, 60, 61, 73, 98, 109]. There
is also a growing trend in proxy-based participation, whereby indi-
viduals familiar with a stakeholder community, including UX/HCI
practitioners, often ‘stand-in’ for others [27, 31, 106] rather than
enabling communities to speak for themselves. Beyond AI system
design and evaluation, there is a need to bring people meaningfully
into data practices of defining relevant concepts and data for AI,
and in directing the evaluation of AI outputs.

2.3.1 Community-centric AI Data Curation. To address representa-
tional gaps and biases in AI models, a number of community-centric
datasets are emerging aimed especially at improving cultural and ge-
ographical representation (e.g., DOSA [99], World Wide Dishes [53,
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78], or GeoDE [93]); and language diversity (e.g., Masakhane [84],
Aya [102]). In disability contexts, key datasets include ORBIT [80]
– videos and images of objects recorded by people who are blind or
low-vision; StammerTalk [74] and ASL Citizen [32] for speech and
language impairments; and the grassroots Disabled And Here stock
image collection celebrating disabled Black, Indigenous, People of
Colour (BIPOC) [6]. These existing works draw attention to the
larger data work that characterizes the creation of high-quality,
community-centric datasets [53], pertaining to: (1) the labor in-
volved by ‘participatory mediators’ in dataset construction, who
are crucial for building trust and rapport with community mem-
bers [53]; (2) the importance of information scaffolds and other ed-
ucational resources to making participation accessible [31, 53, 107];
and (3) the need to contextualize community values to support
meaningful data collection [11, 53, 90]. This requires recognizing
that data is not only relational, but also shaped by its creation con-
text, whereby datasets reflect the worldviews and beliefs of their
creators who decide what deserves capturing and how information
is classified [17, 53]. Furthermore, Qadri et al. [90] advocate for new
data curation and annotation methods that center interpretation
and deliberation of data’s social meanings, for example, through
expert workshops for socially contested concepts (e.g., disability
representation) – aiming to construct and debate data needs and
labels more collectively. This underscores how dataset curation in-
volves more than ‘technical’ work. It raises questions about who
participates in these debates, whose values and norms should shape
AI, and how community-centric deliberation in data definition and
curation can best be supported [11].

2.3.2 Human Involvement in AI Data Annotation and Evaluation.
Where humans annotate data for AI image evaluation, their role
commonly involves: identifying objects or features in images [52];
image comparisons to indicate similarities or preferences across two
or more samples (e.g., [52, 85]); or gamified approaches (e.g., describ-
ing artifacts characteristics for another annotator to guess [99]).
The most dominant approach to gathering human annotations is
to ‘crowd-source’ [7, 53, 65] either anonymous people or commu-
nity members as ‘data workers’, who are given simple, tokenis-
tic tasks “that even inexperienced annotators can finish in an in-
stance” [31, 85], with little or no context to the data. In express-
ing ‘their’ perspective through data annotations, it important to
recognize how the identity and views of human annotators be-
come embedded in the data, influencing subsequent system be-
havior [51, 52, 90]. For example, Hall et al. [52] found that an-
notators, who were not from the geographical region depicted
in AI images tended to favor exaggerated, stereotypical images
and overlooked other realistic, representative portrayals. This has
led to calls for more inclusive, community-centric AI evaluation
approaches [11, 68] that leverage qualitative methods like focus
groups [89] and online workshops [68] to capture nuanced, socially
situated and dynamic aspects of concepts like cultural or disability
representation; as well as solicit community-proposed prompts to
ground AI evaluations in community relevance (e.g., [10, 77, 89]).

2.3.3 AI Data Stewardship. Data stewardship is defined as the “re-
sponsible use, collection and management of data in a participatory
and rights-preserving way, informed by values and engaging with
questions of fairness.” (p.4) [63]. Data stewards – individuals or

organizations – govern data on behalf of beneficiaries [1, 64], in-
volving community members and safeguarding community-specific
materials by defining their use terms [25, 63] (e.g., via licensing).
Examples include data trusts or cooperatives, which use legal frame-
works to formalize collective data management such as data com-
mons [30, 112] or community archives. AI data stewardship applies
this approach to dataset collection for training AI models, especially
when these have knowledge gaps about marginalized communities
(cf. [20, 59]). In this paper, AI data stewardship is aboutmeaningfully
engaging disability communities in defining their own representa-
tion for AI, and ensuring that data practices are participatory and
aligned with community values. Details on our data governance
specific work are reported elsewhere [25].

3 Method
This section outlines (1) our approach to recruiting disability orga-
nizations; (2) how we engaged disability organizations in AI data
practices through the design of the Community Library Creator
prototype in conjunction with broader community engagements;
and (3) our methods for data capture and analysis.

3.1 Disability Communities & Project Leads
We work with disability advocacy organizations as proxies for
bounded disability communities. Such organizations have defined
memberships and existing structures of communication and nego-
tiation to support deliberations for defining visual identity. This
approach also sets appropriate boundaries for determining the level
of diversity needed in imagery to represent a community and, most
importantly, avoids assuming a shared identity based solely on
disability. For instance, blind people in Kenya may have different
views (e.g., what do I want the world to see) and visual identity (e.g.,
different ATs) compared to blind people in the United States. We ac-
knowledge that power dynamics between advocacy organizations
and their members may vary.

We recruited three disability communities via internal connec-
tions within Microsoft, with outreach coordinated through an inter-
national NGO. We focused on disability organizations that specif-
ically represent people with dwarfism and people with vision im-
pairments as two disability groups for whom internal evaluations1
showed image generation model outputs to be particularly poor.
While both groups reflect ‘visible disabilities’ (vs. neurodiversity),
they pose distinct challenges for AI: visual characteristics of dwarfism
are inseparable from the person, whereas the identification of some-
one who is blind or has low vision often requires external identi-
fiers (e.g., a guide cane). Further, we included communities that
span geographically and culturally diverse locations to ensure our
technology-supported, community-centric process can adapt across
requirements of the Global North and South.

Each organization signed a contract that included financial sup-
port for giving time and focus to the research, asking to: partake
in research activities; curate a Community Library of 400 images

1A manual, human review by two disability experts of images generated for 662
prompts (612 benign, 50 adversarial), prompted across ten main types of disabilities
(e.g. mental health, blindness, low vision, mobility, neurodiversity, learning, speech,
deafness, hard of hearing, pan disability) using an off-the-shelf image generation
service found that defect rates were higher for Dwarfism and Blind and Low Vision
communities.
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Organization 1
Location: Global South (Kenya)
Project Lead: P1 Disability community: People with Vision Impairment.
Duration at organization:
3 years

Mission: Ensure that children and young adults with visual impairments achieve academic success and
social, economic inclusion through quality education & state-of-the-art ATs.

Age: 30 Members & Reach: Over 3,000 learners in 250 schools and colleges across Kenya.
Gender:Male Role within organization: Supports programs that focus on co-designing, testing, and iterating Assistive

Technology (AT) solutions, including working with AT innovators to pilot and refine digital technology
applications that are tailored to the specific needs of persons with disabilities.
Relationshipwith orgmembers:Haswell-established, trusted and reciprocal relationshipwith a diverse,
especially tech-savvy professional community; sharing research findings and discussing challenges.
Individual project motivation: Driven by a passion for supporting PwD and making a lasting, positive
impact on their lives; wants to learn more about AI.

Organization 2
Location: Global South (Kenya)
Project Lead: P2 Disability community: People of Short Stature.
Duration at organization:
12 years

Mission: Aims to end discrimination towards people of short stature and promote their rights in all
aspects of community life.

Age: 42 Members & Reach: Over 600 members.
Gender: Female Role within organization: One of the founders of the organization. Started the organization by partici-

pation in a beauty pageant and gaining media attention in 2013.
Relationship with org members:Members are employed in formal professions and engage primarily
through social media and in-person gatherings, since many are not tech-savvy. This government-funded
organization offers capacity-building programs and mental health support, delivered through home visits
and group events (e.g., sports events).
Individual project motivation: Aims to empower members to shape their own representation, rec-
ognizing the need to include their community in technology development and improve inclusion more
broadly (e.g., accessibility and product design).

Organization 3
Location: Global North (USA)
Project Lead: P3 Disability community: People with Dwarfism.
Duration at organization:
1.5 years

Mission: Improve quality of life for people with dwarfism throughout their lives while celebrating with
great pride little peoples’ contribution to social diversity.

Age: 30 Members & Reach: Over 7,500 members.
Gender: Female Role within organization: Administrative manager; mostly outward facing role, supporting anybody

who has questions about the organization (by call, e-mail).
Relationship with org members: The organization operates on a paid membership model managed by
volunteers. Its members, primarily families, are highly engaged, especially through in-person events and
conferences; serving as the leading resource hub for the dwarfism community in the USA.
Individual project motivation: Opportunity to improve how dwarfism is portrayed in the media and
celebrate the diversity in the community while personally learning about AI and engaging more deeply
with the organization.

Table 1: Overview of the three disability organizations including their mission, members and reach as well as the demographics,
role and project motivation of the respective project leads (P1-P3).

with corresponding annotations; and open-source the final dataset
for greater reach and impact. Table 1 provides an overview of each
organization, and the project lead who volunteered to partake as the
primary participant in this research – advocating for, and actively
mobilizing the voice of their community members in the process.

Project leads are given a unique identification number to protect
their anonymity (P1-P3). The research study was carefully reviewed
for compliance and IRB approved (Reference ID: 11019). Informed
consent was sought in writing prior to the study.
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Figure 1: Overview of the three consecutive phases of our technology-supported, community-centric engagement process.

3.2 Our Technology-Supported,
Community-Centric Engagement Process

Aiming to lower barriers for non-AI experts to participate and en-
able communities to embed their own values, choices and language
in AI data practices, we developed a first prototype of the Com-
munity Library Creator. This prototype provides various reflection
scaffolds and data structures to aid disability organizations through
a three-phase process (see Figure 1) of: (1) defining ‘good’ repre-
sentation; (2) creating a Community Library of 400 images with
relevant annotations for AI; and (3) enabling the development of
community-centric AI evaluation metrics. Initially, only the first
activity of Phase 1 was prototyped. The remaining technical com-
ponents evolved progressively using agile methods. Each week, our
team of HCI, design, and AI researchers collaborated to translate
research insights that evolved through our engagements with the
three disability organizations into new features. This involved run-
ningmachine learning (ML) experiments in parallel to clarify design
requirements, and vice versa, adjusting ML approaches based on
realistic user inputs. Our prototype is built using ReactJS for the
front-end interface and a FastAPI server hosted on Azure. Data is
stored in a SQLite database with image data stored in Azure Blob
Storage. Our approach was guided by three main design principles,
aiming to:

• create an empowering experience by prioritizing for disabil-
ity communities to define positive representation rather
than discussing any harmful, stereotypical depictions, or
exposing them to negative AI outputs.

• enable a plurality of disability communities to have agency
in bringing in their own values, definitions and representa-
tional choices through their specification and curation of a
community-centric dataset.

• balance a community-centric experience with the technical
constraints of making human insights and data AI inter-
pretable without being limited to any specific image gener-
ation model or use context.

Over three months, project leads from each disability organiza-
tion committed three days per week to: (i) group-based, educational
webinars (see Supplementary Materials for an example) as well
as reflective, results sharing meetings to foster dialogue and the
exchange of ideas and leanings among project leads; (ii) individual
research activities including interviews, platform use, and support
sessions; and (iii) self-organized community outreach, explaining
the project to members to solicit their input and engaging them in
capturing or collecting community images. Next, we detail the main
activities of each engagement phase. See Figure 2 for an overview.

3.2.1 Phase 1: Defining Positive Representation. Project leads were
supported in defining what positive visual representation means
for their community through three sequential activities:

(1) Photo Pinboard – Asking project leads to articulate a de-
sired representation of their community can be challenging. In
initial explorations amongst research colleagues, we found that
responses about community aspirations or values can be very ab-
stract and cognitively demanding; lack specificity of what is meant
by concepts like independence or diversity; and also clarity of how
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Figure 2: Overview and flow of the technology-supported and community-led activities spanning the three consecutive project
phases. The main interface includes images of the Disabled And Here collection [6].
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these appear visually. To address this, we chose an image-based
approach, asking project leads to start their definition process by
selecting 10 pictures that represented their community well – using
the metaphor of a Photo Pinboard (Appendix A.1, Figures 6 and 7).
Using each image as visual reference, they are then invited to reflect
on three questions to surface initial representation themes, activ-
ities or aspirations: Why did you select this image? What makes
this a ‘good’ representation of your community? What do you want
others to understand about your community through this image?

(2) Magazine – Leveraging the metaphor of a Magazine (Appen-
dix A.1, Figure 8), the second activity was designed to help project
leads narrow down and prioritize the most important representa-
tion themes that evolved through their Pinboard, and reflect on how
their community would like to be perceived in the world. This step
was motivated by AI evaluation processes requiring well-defined
concepts to evaluate for success. Therefore, to extract ‘key’ themes
and invite reflections about important representational ‘variances’
within each theme, the activity asks project leads to select a cover
image and title, followed by five feature pages – each structured
into one main and three supporting visuals. If required, they have
the option to add additional feature pages.

(3) Community Outreach – Recognizing the influential role of
project leads in defining community representation, it is essential
to also involve community members directly into the definition
process. As advocates embedded within their community, project
leads self-organized their outreach using familiar methods for en-
gaging with their members. We supported their processes through
planning and reflective questions to understand: (i) how they mobi-
lize their communities and ensure diverse representation; and (ii)
how they gather, deliberate, and ultimately integrate stakeholder
input into their evolving community representation definition.

3.2.2 Phase 2: Curating the Community Library & Data Annotations
for AI. In Phase 2, project leads translate the key representation
themes from Phase 1 into a structured image dataset – the Commu-
nity Library — with image annotations.

(1) Community Library – The Community Library provides
a ‘thematic structure’ to aid project leads to go from initially de-
fined higher-level representation aspirations of their Magazine to
more specific instantiations (Appendix A.1, Figures 9 and 10). This
‘thematic structure’ was determined by the needs of downstream
model training and evaluation, specifying that: (i) themes compre-
hensively include all contexts that matter to the community; (ii)
each theme contains a similar number of sub-themes that span the
full range of relevant contexts within that theme; and that (iii) each
sub-theme contains a roughly equal number of images whilst, as a
collection, it covers how a community wishes to be represented in
that sub-theme. This ‘balanced’ structure is necessary to prevent
data skew or bias, where overrepresented themes or sub-themes
could disproportionately influence the behavior of models trained
on this data. It also enables controlled comparisons across themes
and sub-themes, supporting disaggregated and more interpretable
evaluation. To curate a balanced 400-image dataset – assuming
five themes and four sub-themes – allocates ∼20 images per sub-
theme. We chose 400 images to minimize burden of community-led
curation while prioritizing quality over quantity.

(2) Image Annotation – Image annotations, including prompts
and spatial cues [92, 121], are essential for training and evaluating
image generation models as they provide localized and semanti-
cally rich supervision that help models learn meaningful visual
representations. After iterating on annotation design, we opted to
ask project leads to describe each image by answering the question:
‘why’ they had chosen to select an image as a good representa-
tion; and to highlight — using labeled bounding boxes — up to five
objects and people/animals (e.g., guide dog) that are of particular
relevance to their community. In addition, to produce representa-
tive AI images for evaluation purposes, we opted to auto-generate
community-relevant ‘image-level prompts’ from project leads’ re-
sponse to the ‘why’ question and the corresponding image, using
GPT-4o [83]. See Figure 3 for an overview of the three annotation
steps, and Appendix A.1 Figures 11-13 for details.

3.2.3 Phase 3: Evaluating AI. Finally, Phase 3 grounds each com-
munity’s representation definition in the outputs of the latest image
generation models to better align the data with downstream model
alignment and evaluation needs. To achieve this, we ask project
leads to assess how well AI-generated images reflect their commu-
nity representation goals through a rating task. This task invites a
holistic judgment of each image – an approach chosen for its sim-
plicity, scalability, and ability to capture community preferences in a
structured yet open-ended format. Ratings also serve as a core input
to model alignment pipelines, underpinning approaches like rein-
forcement learning from human feedback (RLHF) [26], and forming
the basis of large-scale evaluation platforms such as LM-Arena [23].

For this evaluation task, project leads are shown images gen-
erated from the image-level prompts of their Community Library
and asked to rate how ‘good’ the image is given the prompt on
a 1–5 scale (1 = very bad, 5 = very good), with comments op-
tional to reduce burden (Figure 5). To generate the images, we
used: GPT-Image-1 [82], Imagen4-Ultra [50], Stable Diffusion 3.5
Large Turbo [35]. For each community, we randomly selected five
prompts from each of ∼20 sub-themes in their library, resulting in
100 prompts as inputs to the three image generation models. We
filtered out any clearly offensive or harmful content (e.g., infantiliza-
tion for dwarfism) to focus community feedback on nuanced aspects
of representation, yielding ∼300 images per community. Resulting
ratings are intended to serve as community ‘preference signals’ for
influencing potential downstream tasks such as: training ‘evaluator
models’ that automatically assess whether new AI-generated im-
ages reflect a community’s representation preferences; or steering
image generation models towards community-preferred depictions.

3.3 Research Data: Capture & Analysis
All research meetings were recorded and transcribed via Microsoft
Teams. Key segments were checked for correctness before tran-
scripts were anonymized and recordings deleted. The data cor-
pus also includes: (i) any content that project leads uploaded to
the prototype – time-stamped and linked to a user ID; (ii) post-
study questionnaires; and (iii) any additional materials shared (e.g.,
email questions, presentations). We adopted a qualitative content
analysis approach to explore the views, motivations and experi-
ences of the project leads, and to address our more practical design
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Figure 3: Illustration of the three-step annotation process for each image of the Community Library.

questions [37]. This method is well suited to our evolving pro-
cess [37, 70]. It supports: for data collection and analysis to occur
concurrently; the review of each study case (e.g., individual com-
munity) alongside the data as a whole [37]; as well as different
content types [70] – from research notes and transcripts to system
entries and rating results. We labeled our data with participant
ID, engagement week, and data type (e.g., system entry, meeting).
Our analysis involved: (i) data immersion, with “reflective notes”
written by one or more researchers after each activity; (ii) data cod-
ing, whereby research findings were deductively categorized based
on research phase, activity or question; while allowing themes to
emerge inductively; and (iii) interpretation, through writing descrip-
tive summaries with an interpretative narrative explaining how our
judgments as researchers2 were formed [37].

4 Findings
Organized around the three project phases, our findings show: (1)
the individualized, dynamic, and negotiated nature of how each
community defined representation and curated data supported by
technology scaffolds; (2) challenges in aligning human insights with
AI requirements; and (3) project leads’ experiences of participating
in AI data practices.

4.1 Defining Representation
To guide project leads in defining their community’s representation,
we designed ‘structures’ of the Pinboard to surface initial themes
through imagery, and the Magazine to prioritize key themes and
their representational variances. We also supported their planning
of Community Outreach to integrate broader member perspectives.

2Positionality: Grounded in a constructionist epistemology, we view knowledge
and meaning as actively and socially constructed; and acknowledge the researcher’s
interpretive role in identifying patterns through deep data engagement [18, 19]. All
members of the research team are Western-based and employed at Microsoft at the
time of the research, with three members having lived experience of disability. Working
actively at the intersection of AI innovation, HCI and inclusion, we believe this is a
pivotal time to address misrepresentation in AI and are committed to centering com-
munities in AI development, ensuring their involvement is meaningful and beneficial.
Beyond a focus on technical advances, we seek to improve inclusion and the lives of
people with disabilities.

4.1.1 Pinboard. Each project lead began by uploading 10-12 im-
ages to their Pinboard, which they drew from available sources like
their membership database, community socials or friends, and in
two instances from online. This short activity produced nuanced
accounts of what matters to a community, and how it is best ar-
ticulated visually. For example, P1 selected an image of two girls
with vision impairments (VI) in school uniforms, smiling as they
each use a digital Braille device, with bulky Braille books covering
the shelves in the background. Explaining the image’s relevance in
creating an inclusive learning environment and breaking barriers
for VI learners, P1 states:

“This image speaks volumes about access to inclusive
education, especially for girls and transition to digital
Braille for visually impaired learners. It represents the
ongoing efforts to fully transition frommanual Braille
books to digital books and how this transition makes
access to quality education a reality for girls with VI.
This image further challenges the stereotype around
educating girls and visually impaired learners in gen-
eral [that they would not benefit from education].”
(P1, wk3, system entry).

We made three additional observations of how project leads
approached the representation definition process:

Firstly, we saw that all project leads tended to articulate their
representation aspirations through image instances that would im-
plicitly or explicitly challenge existing misconceptions and common
stereotypes — aiming to counter ‘negative’ or ‘limiting’ narra-
tives of their community in defining positive aspirations. For
instance, P2 included a photo of three footballers of short stature
mid-game (Figure 3) to demonstrate their capability of playing de-
manding sports with appropriate modifications (e.g., smaller ball
size). Explaining her rationale:

“The image challenges assumptions that dwarfism lim-
its physical capability or competitive spirit of athletes
with dwarfism since the game of soccer is usually tied
to height and speed; therefore proving that athleti-
cism is defined by passion, not body size” (P2, wk3,
system entry).
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This definition of positive representation in contrast to negative
examples highlights the importance of context — whether drawn
from personal experiences or media history — in articulations
of ‘good’ representation.

Secondly, we observed challenges in balancing representations
of the community’s current, lived experiences and imagined future
aspirations. For example, one Pinboard image prompted discussion
about ‘separation staring’ – a behavior where average-height people
‘gawk’ or ‘have some kind of reaction’ (P3) to seeing a person with
dwarfism that reflects current experiences. When asked whether
AI could help reimagine future representations of their community
– particularly by portraying individuals as more socially integrated
to discourage behaviors like staring – P3 expressed openness to
the idea, but also emphasized the importance of AI outputs that
accurately reflect lived realities:

“I think I would still feel validated if some pictures
were created [with AI] that still have some level of this
separation staring, because as much as we could paint
rainbows and unicorns and sunshine of everything is
perfect and people with dwarfism are accommodated
for, are integrated and accepted, and are mixed in with
other groups of people, there is still a sense of pride or
ownership in where our community has come from
in the history, that it hasn’t always been that way.
It’s not yet perfect. I think I just imagined someone
like me, someone from my community searching and
saying like: Oh yeah, images will still come through
that still have that accurate true to life piece.” (P3, wk3,
meeting)

A very practical challenge in envisioning a more inclusive fu-
ture also lies in the scarcity of authentic imagery, particularly for
activities that are yet to be realized, or rarely documented. P1 noted
difficulties to find a single image online that didn’t rely on stereo-
types —such as the typical portrayal of a white man with sunglasses,
cane, and guide dog — none of which he considered as a ‘good re-
flection’ of his community. This highlights how familiar visual
norms can constrain representation, and demonstrates how the
Pinboard activity encouraged project leads to imagine aspira-
tional representations that expand what is typically seen or
considered possible today.

Lastly, we observed how project leads began to actively define
the boundaries of their communities. For example, P1 selected an
image of a technician repairing Braille machines to signifying the
‘labor involved’ in ensuring inclusion of VI individuals. For his
organization, the image: “reflects the value we place on access,
maintenance and sustainability in supporting inclusive education”
(P1, wk3, system entry), which extends definitions of community
membership beyond PwD to include supporting roles, including
sighted teachers and students. Similarly, the Global North dwarfism
organization emphasized the inclusion of many average-height indi-
viduals (e.g., family members) in their membership. This illustrates
the distinction between representing a community through
an ‘advocacy organization’ versus a group of ‘people with dis-
abilities’ for which boundaries of inclusion however can be
difficult to define.

4.1.2 Magazine. Across the three organizations, a range of higher-
level themes were chosen to pursue in the Magazine activity: assis-
tive technology (P1), independence (P1), ability (P2), diversity (P2,
P3), (social) inclusion (P1, P2), empowerment (P1), pride/ joy and
celebration (P3), learning/ education (P1, P2) and family (P3). Project
leads then refined and prioritized their representation themes. For
instance, for the VI organization, themes of ‘education’, ‘assistive
technology’, and ‘social inclusion’ remained central, while ‘empow-
erment’ and ‘independence’ shifted towards a stronger focus on
‘professional contributions to the economy’ and ‘sports’. At this
stage, project leads felt five thematic feature pages were sufficient
to express their core representation aspirations.

For the Magazine, all three organizations included ‘work’ as a
theme, but each interpreted it differently: P3 focused on normalizing
everyday work by showing people with dwarfism doing their jobs,
working remotely, or multi-tasking. P2 emphasized professional
achievements and showing people of short stature in leadership
roles (e.g., a politician) – alongside more informal professions such
as bartenders, or tea pickers. For the VI community, P1 showcased
the broad accessibility of roles, which extend to the digital economy
and creative industries, illustrated through images of a blind DJ, or a
VI person working as photographer. This highlights that although
organizations shared the importance of certain representation
themes, each defined them in their own way.

Interlinked with this, we observed geographical and cultural dif-
ferences in representational priorities. The Global North dwarfism
community emphasized themes of ‘family’, ‘celebration’ and ‘friend-
ship’; while the two Global South organizations featured ‘education’
as central to improving future opportunities for PwD, opening doors
to work and income (P1), and enabling fuller participation in life
(P2). For example, for P1, the theme of education for people with VI
is closely entwined with, and ‘powered by digital assistive devices’.
Describing his representation aspirations, he emphasized the impor-
tance for images to not only correctly depict assistive technology
(AT), but to also showcase the: (i) connections between humans
and technology for accessing information; and (ii) interactions with
other people. Consequently, almost all images P1 selected for educa-
tion depicted important ATs for his community ‘in-use’ and across
various learning contexts – such as a range of curricular activi-
ties, and different learning dynamics (e.g., a blind teacher passing
their skills on to a VI student; a VI learner with sighted peers in a
classroom). Critiquing how many images of ATs would not show a
close-up of the person interacting with the device, he explained:

“Your hands should be on the device, and this will be
a good representation of how a person really calls the
device and even the positioning of the device. I found
that makes this a good image. Just show somebody
who’s in action using an actual assistive device, and
also access to just to remove the negative perceptions
around access to STEM subjects.” (P1, wk4, meeting)

The organizations varied most in how they conceptualized ‘di-
versity’. For the VI organization, P1 embedded diversity within
other themes to highlight the spectrum of impairment – from low
vision to full blindness – and differences across urban and rural
contexts. In the Global South dwarfism community, P2 highlighted
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the community’s rich cultural heritage, spanning 42 tribes – ex-
pressed through unique languages, traditional clothing, and cultural
artifacts. Lastly, P3, who defined ‘diversity’ as a main theme for
their community, emphasized a wide range of: ages, races, dwarfism
types, and family configurations. Here, P3 notes the challenge of rep-
resenting ∼400 different dwarfism types. While many share visual
similarities, this necessitates decisions about balancing common
and less prevalent body types. Project leads navigated making
those choices by deliberating what meaningful variations to
capture and what aspects to prioritize (for AI) in discussions
with other community members.

Finally, the Magazine prompted project leads to iterate or re-
frame what to include in images. For instance, P3 re-cropped an
image of dwarfism entertainers on stage to include the audience
– members of their community – to reduce risks of stereotypical
portrayals (e.g., people with dwarfism being exploited for entertain-
ment purposes), and instead to highlight a sense of community and
shared enjoyment. This illustrates how the Magazine metaphor –
that foregrounds how others may come to perceive a community
through selected imagery – encouraged project leads to critically
reflect on ’external’ perceptions of their communities, prompt-
ing more intentional, nuanced choices in image selection and
presentation.

4.1.3 Community Outreach. Community feedback was central to
shaping representation definitions. Each project lead independently
mobilized their community and designed their own activities (see
Table 2). Across the organizations, these engagements re-emphasized
previous and surfaced new themes, including: portraying PwD in
professional roles to foster positive narratives (P1, P2, P3); challeng-
ing misconceptions of PwD not having the right, or being able to
raise a family (P1, P2); and ensuring accurate depictions of bodies or
devices (P1, P2). For dwarfism, this meant showing the right body
proportions (P2); for VI, community members emphasized realistic
eye representation – avoiding distorted or enlarged depictions –
and the correct depiction and handling of ATs (P1).

To engage members meaningfully in conversations about repre-
sentation in AI images, project leads needed to clearly articulate
the project’s purpose and address concerns. To support in develop-
ing AI literacy, we provided project leads with various educational
materials such as presentation decks, webinars, and a progressively
evolving FAQ sheet that exemplified the project motivation and
core AI concepts such as ‘how AI generates images’ or ‘how image
generation models learn’; and also responded to community-raised
concerns such as ‘fears of image use for bullying’, or ‘member’s
faces being recognizable in AI outputs’. These resources equipped
project leads to more confidently explain core concepts and moti-
vate participation. P3 expressed:

"Even used the example of like the bird and the tree
[from project’s education resources] that like, you
know, AI can learn patterns we don’t want. And I
really think that kind of made sense to a lot of people
who have had a lot of questions or reservations about
the project. " (P3, wk5, meeting)

Lastly, we learned how project leads navigated complex ne-
gotiations in defining ‘good’ representation with their com-
munity, balancing diverse perspectives with organizational

goals and making choices where consensus cannot be achieved.
For example, during an in-person workshop that was attended by
‘urban’-living VI individuals in Kenya, community members ex-
pressed concerns about the inclusion of portrayals of VI individuals
in ‘rural’ contexts, which some feared could reinforce stereotypes.
Simultaneously, they acknowledged the risk of marginalizing rural
voices and disregarding their representational needs. To address
this, P1 advocated a democratic resolution by consulting rural com-
munity members and suggesting a follow-up workshop to find
compromise if tensions persisted:

“(...) people who are in the rural area, they want to be
represented in a way that reinforces negative stereo-
types, and that might affect the long term goals, but
also the other position is, if you and I use this in a
light way, if you just impose what you feel is positive
representation, it might also limit them in terms of
their own identity, which we might differ. (. . . ) I think
a broad compromise is much better than us agree say-
ing this is the right way to do it.” (P1, wk5, meeting)

4.2 Curating the Community Library
The Community Library offers a ‘thematic structure’ to help project
leads refine initially defined higher-level representation themes (e.g.,
VI education) into specific sub-themes (e.g., blind teachers; primary
students; non-curricular learning). See Appendix A.2, Figure 14 for
an organization example. This structure guides the curation of their
community’s 400-image dataset; and serves as foundation for image
annotation.

4.2.1 Image Dataset Curation. Project leads described the Com-
munity Library structure as helpful in planning and organizing
their image collection, enabling them to track progress and define
success. All organizations reported being ’very’ satisfied (4/5) with
their communities’ representation in the Community Library in
our closing survey, though they expressed interest in increasing
image quality (P2) and diversity (e.g., more children and elderly
(P2), family and groups (P1), rarer disability types (P3)). They cu-
rated their datasets via member donations (All), targeted image
capture (All), and existing archives (P2, P3). These methods shaped
their datasets: donations (P2, P3) yielded more individual portraits
(P2, P3), while in-person efforts produced more group pictures (P1).
Furthermore, (i) data availability via donations or existing archives;
and (ii) direct encounters with the lived experiences of PwD prompted
project leads to add new sub-themes. For example, after meeting VI
farmers during rural visits, P1 introduced ‘farming’ as a sub-theme
to highlight diverse economic roles, countering earlier concerns
that rural portrayals might reinforce stereotypes:

“The only iteration that you have to make is some-
thing we didn’t consider in the beginning, the one on
farming, because when we were starting, we assumed
visually impaired people didn’t farm, but quite the
opposite. We found a lot of farmers, who are visually
impaired, and we thought that’s a good subcategory
to add.” (P1, wk9, meeting)

This illustrates how data curation enabled project leads to broaden
and clarify their community and representation definition. Yet, for
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Outreach details Organization 1 (Vision Impair-
ment, Global South)

Organization 2 (Dwarfism, Global
South)

Organization 3 (Dwarfism, Global
North)

Recruitment Method Recruitment through member net-
works; members applied and were
selected to ensure diverse represen-
tation

Facilitated by community leaders,
WhatsApp outreach, and personal
contacts

Internal recruitment of board mem-
bers and committee chairs

Activity Format & At-
tendee Profile

Full-day, in-person workshop with
16 VI individuals

Consultation of 57 people of short
stature via: (a) Individual online in-
terviews (37 members); (b) Two in-
person group interviews (1.5 hours
each, 9 members/ per session)

In-person meeting with 5 board
members; followed by online meet-
ing with 18 board members and
committee chairs

Demographics Younger adults; urban (Nairobi-
based); gender-balanced; in formal
employment

Adults (21–61 years); majority
women; regional diversity within
Kenya

Young adults (professionals) to
older adults; geographically diverse
within the USA; the vast majority
have dwarfism

Absent Groups Rural members; younger children
and students

Elderly members of the community LGBTQ sub-community; inclusion
director; young adults coordinator

Language Used Mainly English, with Swahili ex-
pressions for clarity

Swahili predominantly, with some
English

English

‘Magazine’ Theme Iter-
ation

High Medium Low

Table 2: This table outlines the outreach approach taken by each of the three disability organizations, detailing their recruitment
method, format of activities, attendee profiles and demographics, inclusion of languages and extent to which the community
engagement influenced iterations of the Magazine themes.

this to work, project leads needed to continuously align their
evolving representation goals with AI requirements for a ‘bal-
anced’ dataset – an effort they described as both time-consuming
and cognitively demanding. Although the Community Library
structure proposed five themes with four sub-themes (∼20 images
each), we were careful to not over-enforce but to balance this with
communities’ representation goals and feasibility constraints. For
example, the Global North dwarfism community chose three rather
than five main themes for their library, resulting in 23-46 images
in each of four sub-themes. Where more images fit a sub-theme,
project leads decided to add or split sub-themes. Where image
sourcing was difficult, we did not enforce any minimum numbers,
meaning that the final dataset of the VI community had various sub-
themes with fewer images (e.g., digital economy (7), farming (13),
competition or tournaments (13)). Furthermore, sub-themes like
‘graduation’ needed fewer images to portray, while themes of ‘work’
– broken down into ‘formal’, ‘informal’ or ‘creative’ industries –
required more images to reflect the diversity of potential profes-
sions and across settings. This underscores that themes are not
equal and highlights limitations in this approach, where some
themes may need more images or finer sub-theme distinctions.

Finally, organizations navigated practical constraints in captur-
ing desired, diverse representations – especially securing AI-use
‘consent’ for images of ‘groups’ or ‘children’. Recognizing how-
ever the importance of including families, friends or colleagues for
representing the lived experiences of PwD, project leads adopted

community-led strategies. For example, P1 consulted members on
consent protocols for images that showed more than one individual
(e.g., should the person owning the image be able to give consent on
others’ behalf?); jointly they agreed to exclude images that showed
strangers, and to seek consent from known others (e.g., family).
To include children, P1 leveraged existing contacts with schools
for classroom captures and securing guardian approvals; whereas
P3 bypassed guardian consent altogether by having adult mem-
bers with dwarfism donate their childhood images. These examples
show how communities exercised agency in shaping consent
strategies and leveraged their networks to meet their inclusion
goals.

4.2.2 Image annotations. For image annotations, project leads ap-
preciated the reflective ‘why’ question as a clear, non-technical
way to describe image relevance. As exemplified in Figure 4, this
approach produced rich descriptions that foreground the represen-
tational relevance of an image to external audiences, or AI models;
as well as serving as the basis for image-level prompt generation
for AI evaluation. Within this configuration, project leads were
also able to specify preferred terminology for their community,
reflecting their cultural values and ensuring accurate, respect-
ful and inclusive language. For example, P2 favored the term
‘people of short stature’, whilst P3 preferred ‘people with dwarfism’.
P3 described how being given the agency to define this terminology
felt empowering:
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Figure 4: Example how project lead P1 described his rationale for selecting an image as good representation for their community.
Later added, labeled bounding box annotations further illustrate added detail to the characteristics of the people portrayed. Full
annotation text: "This image highlights independence, creativity and entrepreneurship. A VI shop owner working in collaboration
with a sighted assistant to arrange products on the shop shelves in a systematic way, this method allows her to easily remember
and manage her inventory with minimal support. Her organizational skills, memory, and ability to adapt quickly make it easy to
run the business effectively".

“(. . . ) we are very used to things being decided for us.
Someone else thinking that they know best, someone
else thinking that their degrees or their experience
gives them the permission to decide things on behalf
of disabled people. So just the chance to get to par-
ticipate in something like this where we are being
asked to provide the data, but we’re also being asked
how we want to be represented. You all allowed us
to choose the language we wanted and how we’re
represented, and all of that just empowers us to get
to do that in other spaces in the world. (. . . ) just have
any kind of say that comes directly from us as the
experts was truly a life changing opportunity and I
think that’s going to take even more time to really
settle in how big of an impact that has had". (P3, wk14,
webinar)

For soliciting labeled bounding boxes, however, we had to iterate
on our designs. Initially, when we asked project leads to highlight
image elements they considered important for their community,
they were unsure what to highlight that was of relevance for AI,
which led to over-annotation of general items (e.g., a wall clock)
and inconsistencies across images. To address this, we limited an-
notations to two categories of community relevant ‘objects’ and
‘people/animals’, and capped each image at five bounding boxes to
encourage meaningful selections (see Appendix, Figure 13). This
created greater alignment of the annotation task with their
community representation, which improved the relevance of

their annotations. Figure 4 further shows how bounding box la-
bels were often utilized to add diversity dimensions to ‘people’ such
as gender, age, level of VI, and actions. However, there were still
some inconsistencies whereby relevant aspects in an image could
be overlooked (e.g., labeling a footstool in some images, but not oth-
ers), and a lesser nuancing of ‘object’ descriptions (e.g., Appendix,
Figure 13 has the ‘white cane’ labeled, but not that it is ‘folded’).
Notably, P3 developed her own, systematic template for creating
bounding boxes, which was not only motivated by the need for data
consistency; but also brought a ‘relational’ sense of accountability
to their community regarding how annotations were made:

“And then the highlights [term used for labeled bound-
ing boxes]. Again, I’ve kind of kept a very similar
structure of like any person I’m highlighting. I do
like age, gender, culture or race type of dwarfism and
then what they’re doing.(...) That’s also a question
I received from members when donating photos (...)
can you tell me how is my photo going to be talked
about, or what language is going to be used. I had
many people ask me like, is [the research team] de-
ciding (...) so it was cool to be able to tell them like,
no, we got to decide. I got to decide on behalf of the
dwarfism community (...) So being able to kind of give
that answer, (...) felt reassuring.” (P3, wk17, meeting)
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Figure 5: Example illustrating the AI evaluation rating task that shows the prompt that was generated based on a real image of
P2’s Community Library vis-a-vis the generated AI image (from one of three image generation models), and its rating as ’bad’
with optional commentary.

4.3 Evaluating AI
For the AI evaluation task, we generated images from Community
Library prompts and asked project leads to assess their ‘goodness’
instead of focusing on representational harms or AI errors. Project
leads expressed their community-specific representation prefer-
ences across the full spectrum of the 5-point rating scale, designed
to capture holistic judgments across ∼300 AI images as input to
building AI evaluator models. Through optional comments and
discussions in research meetings, project leads explained both the
shortcomings and strengths of AI generated images.

We learned how ‘very good’ representation evaluations were not
only assessed based on correctness, but often associated with how
realistic or natural an image depicted people – showing the individ-
ual(s) via appropriate body proportions or attire; and as engaged
in authentic interactions within believable settings (e.g., a realistic-
looking marketplace). Variances between good or very good images
were often attributed to how respectful the depiction felt; the mood
captured (e.g., is the person showing enjoyment); and the fit of
smaller details with annotators expectations (e.g., there should be
more tools if it is to show a repair setting). Furthermore, scores
were lowered if images misaligned with the prompt, for example by
missing or mis-representing key aspects (e.g., no evidence of the
person being a ‘teacher’). Images were rated as ’bad’ or ’very bad’,

where the disability was either not recognizable or mis-portrayed.
This included few cases marked as infantilization and renderings of
average-height people for the dwarfism communities. Scores were
also deducted for inaccurate rendering of assistive devices and occa-
sionally hallucinated artifacts (e.g., disproportionate renderings of
hands or feet). These qualitative insights surface how evaluations
are not just based on objective, physical criteria (e.g., missing an
instance given the prompt), but reflect annotators interpreta-
tions and perceptions of the ‘authenticity’, ‘respectfulness’ and
‘appropriateness’ of an image with regards to their specific
community and the context shown.

Furthermore, we observed how the holistic rating score often
reflected a combination of different evaluation criteria. For exam-
ple, in her assessment of the image in Figure 5, P2 explained that
although the demonstration of the blackboard is ‘good’, the image
does not depict the person of short stature ‘realistically’ as she
resembles more ‘a child wearing a uniform surrounded by average
height students’. She also explains insufficiency with the rendered
stepping stool:

“(. . . ) on this one, you can easily and quickly drop
down and get some injuries. The kind of stepping
stool that usually help us to climb on something that
you want probably to make your height more average
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is foldable and it has another step. So you cannot
easily like fall down.” (P2, wk13, meeting)

This shows how project leads applied their specific domain
expertise to identify subtle nuances and make careful judg-
ments about the images, by paying close attention to details of
the stepping stool that did not align with their own experiences
or understandings of what is considered appropriate or logical in
this situation. This demonstrates a broader challenge in image gen-
eration models to interpret the functional, embodied realities of
assistive technologies (e.g., is this the right stepping stool for this
community) beyond often more simplistic assessments of objective
features of the physical world (e.g., whether a stepping stool was
generated or not). Appendix A.3 includes additional AI evaluation
examples.

5 Discussion: Bringing Communities
Meaingfully into AI Data Practices

In this paper, we argue that to advance disability representation
in image generation models requires a reconfiguration of how dis-
ability communities are meaningfully brought into AI data prac-
tices that underpin model development and evaluation. Building on
calls for more inclusive, data-centric AI work (e.g., [11, 31, 53, 96,
107]), we present our approach to centering disability communities
within important AI data practices through a technology-supported,
community-led definition and curation process – scaffolded via the
Community Library Creator. We conclude by (1) discussing derived
insights on how communities defined representation through this
process; (2) examining the value and practical challenges of aligning
human insights with technical AI requirements; and (3) reflecting
on human-centered AI approaches that empower communities to
contribute their perspectives and actively shape AI.

5.1 Technology-Supported, Community-Led
Representation Definition

Responding to recent calls for more community-based and par-
ticipatory methods in defining and evaluating representation for
AI [10, 68, 89, 90], we described our approach to providing disability
advocacy organizations with technology scaffolds and facilitating
opportunities for community dialogue, which enabled the produc-
tion of nuanced, contextual accounts of what ‘good’ representation
means for each community, and its embedding within data for AI.

Echoing recent research by Qadri et al. [89], our findings show
how each community actively negotiated their own representation
goals – shaped by their social, geographical and cultural contexts,
and in conversation with community members and image materials.
Each community defined representation in their own, distinct ways,
which is reflected in diversity across their representation themes
that spanned family, celebrations, or sports as well as within themes
such as those of ‘work’ and ‘diversity’. Furthermore, our findings
surface rich nuances in communities’ definitions. This was best
illustrated in detailed accounts of how assistive technology (ATs)
should be depicted as being ‘handled’ by a person, ‘used within
socially inclusive settings’ and ‘for STEM learning’. All this high-
lights the contextualized, interpretative nature of definitions by each
community that clearly extend the scope of relevant criteria to
consider beyond the accuracy of observable aspects of the physical

world (e.g., is the AT in itself correctly rendered). It suggests the
need to develop methods for defining and evaluating representation
in image generation AI that are capable of reflecting the diversity
and plurality found across different communities. In line with ar-
guments by [68, 89, 90], such approaches should recognize the
inherently subjective meanings and perspectives that shape
social concepts like representation, thereby moving beyond sin-
gular or objective standards towards embracing the richness
of community-specific interpretations.

Furthermore, our findings surface how social worlds and their
ideal representations are not static, but can evolve over time in
response to changing contexts and aspirations (cf. [89]). This was
most evident in the example of ‘separation staring’ in dwarfism,
which surfaced challenges in balancing a communities’ current,
lived experiences with more desirable future aspirations. Our work
also demonstrates how defining representation is fundamentally a
discursive process, shaped: (i) by negotiation and dialogue within
communities (e.g., deliberations of urban vs. rural depictions); (ii) in
response to broader societal narratives (e.g., desires to challenge ex-
isting stereotypes and common misconceptions); and (iii) through
material engagements with the images. For example, community
contributions such as donating images and direct engagements with
member’s lived experiences (e.g., discovery of visually impaired
farmers) expanded both the scope and inclusion of representation
in Community Libraries. In dwarfism, we describe how image ma-
nipulation, such as cropping, is utilized to reduce risks of stereo-
typical portrayals (e.g., exploitation of people with dwarfism for
entertainment purposes). Lastly, further nuance is added through
image descriptions (Figure 4), image highlights (e.g., adding di-
versity dimensions), and qualitative comments given with ratings
on generated AI images. These findings show that material en-
gagement with images—through data curation, manipulation,
and annotation offers an additional pathway for communi-
ties to refine their representation definition and embed these
nuanced understandings directly within data.

5.2 Intersecting Human Insights with Technical
AI Requirements

Our findings show how reflection scaffolds and data structures
provided through the Community Library Creator – such as Pin-
board, Magazine, the Community Library, image annotations, and
AI image ratings – served as a productive bridge for project leads to
articulate their communities’ representation goals in data. However,
we acknowledge that by choosing these structures, we stirred the
direction of how communities approached defining representation.

One key structure for organizing community inputs is the Com-
munity Library. Through its design, it imposes a ‘thematic structure’
and requirements for a ‘balance’ in data across thematic groups,
which could inadvertently risk pigeonholing communities’ in the
ways they may wish to express themselves or categorize informa-
tion. Our findings uncover tensions for project leads to achieve a
fully ‘balanced’ dataset, noting: (i) data availability constraints; (ii)
difficulties to match the scale of diversity (e.g., 42 different tribes,
>400 dwarfism types, variety in professions) into a roughly equal
number of images across thematic (sub)themes; as well as (iii) in-
equality across themes, where some may require finer sub-theme
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distinctions than others. Our approach also needed to remain flex-
ible and open to aligning data balance with what is desired and
possible for communities to source through their network, which ne-
cessitated ongoing negotiations and thematic re-clustering. While
this process can be effortful, we found the Community Library
to have served as a useful reference for organizing project leads
thinking and outreach activities by reducing uncertainties about
how much data and what type of data to collect for a target dataset
(here: 400 images), whilst the contents themselves help preserve the
richness and authenticity of community perspectives. As such, the
Community Library structure provides a useful boundary for
supporting communities in prioritizing their representation
goals whilst making data requirements for AI more concrete.

Another key structure is ‘data annotation’. Here, our approach
varies from many traditional protocols in two ways: Firstly, we
took a community-centric approach to the creation of ‘image de-
scriptions’ and the ‘prompts’ we derived from it, by focusing less
on ‘what’ an image entails and instead asking ‘why’ the image
meaningfully reflects the community. Through this we exemplify
how we can bring a greater emphasis on human ‘values’ into
data annotation practices. Secondly, our annotation process did
not rely on pre-defined protocols, commonly carried out by anony-
mous, crowd-sourced data labellers (e.g., [53, 85]) that often lack
in-domain expertise [51, 52]. Instead, we worked with project leads
as in-domain, community advocates. However, for the process of
creating image ‘highlights’, our findings also reveal difficulties in
enabling effective annotations despite provisions of clear instruc-
tions and educational materials. Project leads initially struggled
to identify relevant bounding boxes and specify label details that
would be of relevance for AI, leading to over-annotation of general
items, and inconsistencies. Variation in how annotators subjectively
interpret and follow concrete definitions has also been noted in
other image generation data annotation work [52]. However, we
saw that by re-shaping our bounding box label instructions to focus
on people and objects specific to the community, we created greater
alignment of the annotation task with their community’s repre-
sentation. This closer coupling of the annotation task around
the notion of ‘good’ representation improved the relevance of
annotations over more generic labels.

Lastly, in our ‘AI evaluation’, we observed complexity in most im-
age assessments that were often based on a combination of multiple
evaluation criteria and annotator interpretations and perceptions
of AI generated images – assessing authenticity, respectfulness
and appropriateness with regards to representations of their spe-
cific community and context – which clearly extends beyond eval-
uations of objective features of the physical world. This echoes
recent works [10, 68, 89, 90] that argue against treatments of rep-
resentation as a static concept that can be evaluated objectively.
Instead, we advocate for new AI evaluation approaches that
better capture the contextual, interpretative nature of a par-
ticular communities’ representation. In our work, we recorded
project leads perspectives and preferences in qualitative comments
as well as holistic image goodness ‘rating scores’ – aiming to better
capture their representation preferences and their integration into
the development of new AI measurements (cf. [77, 81, 89–91]). In
creating new, more community-centric measurements, a funda-
mental challenge remains in balancing people’s ability and the

effort required to capture subtle distinctions and deeper in-
terpretations for each image – especially for specific community
knowledge, values, and norms that are often harder for people to
articulate or quantify [68, 89] —with the needs for easier-to-scale,
holistic measurement tools.

5.3 Human-Centred AI Data Work
5.3.1 Shifting from Identifying ‘Harm’ or ‘Errors’ to Cultivating
Meaningful Representation. Our approach to defining and evaluat-
ing ‘good’ representation differs from existing research that pre-
dominantly focuses on understanding, defining or evaluating rep-
resentational ‘harms’ [24, 28, 38, 44, 67, 77, 91, 116] and often uses
poor AI-generated images to elicit feedback frommarginalized com-
munities (e.g., [65, 77, 79]). Other trends in AI evaluation include
red-teaming, whereby image generation models or systems are
deliberately tested with adversarial prompts to uncover their ‘vul-
nerabilities’ and ‘bias’; surfacing offensive or harmful content for
purposes of error detection, or removal [46]. However, researchers
caution that involving marginalized communities in elaborating on
their marginalization for red-teaming, can become transactional,
extractive and exploitative (cf. [29, 46]); and warn of the emotional
and mental health costs of this type of human ‘labor’. In our work,
we therefore specifically chose tominimize community exposure
to overly negative AI outputs, for example, by filtering out clearly
offensive images for our AI evaluation task.

Rather than focusing narrowly on identifying or correcting ‘er-
rors’ – whilst perhaps a cognitively easier to define task – we
adopted a positive approach throughout all our system scaffolds:
asking for uploads of ‘good’ images or prompting reflection on why
an image was a ‘good’ representation. This strategy centers the
community’s lived experiences and aspirations for more mean-
ingful representation rather than requiring them to deeply
engage with the limitations and failings of image models.

However, our findings showed how a deliberate focus on ‘good’
representation, did not mean that negative examples would not sur-
face. All project leads articulated common problems with stereotyp-
ing and lived experiences of disability used to anchor expressions of
‘better’ representation and deepening their definition. Importantly,
such articulations of negative narratives were not imposed upon
project leads, but evolved naturally, leaving them in control as to
when and how they would engage with negative instances. As we
continue to imagine the best ways to support human-centred AI
data practices, we propose not to eradicate negative represen-
tations, but rather consider what kind of choice (or control)
people have in engaging with negative material.

Finally, our emphasis on defining ‘good’ representation was expe-
rienced positively by project leads, who described their enjoyment
collaborating with and learning from their community members –
especially during workshops and field trips. They expressed pride
in the resulting image collection, and intentions to continue build-
ing on these efforts. The inherent social nature of data production
and the enjoyment from working ‘together’ towards a shared goal,
echoes findings from other community-oriented AI dataset specifi-
cation and curation work [32, 99, 107]. Such experiences highlight
the value of taking a human-centered approach to AI data practices
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that focuses on cultivating positive representation; and priori-
tizes the meaning that communities derive from participating
over the effort or time required – as might be considered in more
transactional views.

5.3.2 Community-Defined Boundaries & Infrastructures for Out-
reach and Deliberation. Taking a community-centric approach to AI
data practices gives us one perspective on ‘who’ gets to be involved,
and ‘whose values and norms’ get to shape AI pipelines. Researchers
have previously problematized anonymous crowdsourced data an-
notation approaches [31, 53, 65] as being unspecific about who’s
worldviews and beliefs become manifest in the data [11, 17, 51, 78,
90, 91]. In more community-centric data collection or AI evaluation
work, active efforts are made by researchers to solicit broad partici-
pation (e.g., across geographical regions [52, 68, 91] and through
local research partners [89]), or allow community members to self-
select their participation, albeit with some limitations (e.g., adults,
higher-education levels or topic expertise, English-language abil-
ity) [68, 78, 99]. In this work, we chose to recruit and specifically
define communities as a bounded set of people represented by
the membership of a disability advocacy organization. Rather
than treating PwD as a singular or universal identity – often rein-
forced by homogenizing labels such as ‘dwarfism’ – we acknowl-
edge the distinct social identities and intersectionalities within each
community (cf. [53, 90]). In our research, this was most evident in
differences in the representation priorities, disability language, and
scope of diversity of the two dwarfism communities.

We found that engaging with disability advocacy organizations
as proxies for bounded communities provides a practical and realis-
tic approach to involving non-AI experts in AI data practices that
respects each communities’ own ways of organizing themselves,
and their culturally embedded power dynamics. Our findings show
how each organization mobilized their community differently (Ta-
ble 2), and how this shaped participatory inclusion and deliberation.
Project leads spoke local languages and had intimate knowledge
of various sub-groups within their community to identify individ-
uals or regions who may be underserved. This played a key role
in accessing and connecting with more marginalized, harder-to-
reach populations (cf. [53]) such as blind farmers in rural areas or
school-aged children, who otherwise may not have known about, or
understood why they should participate. Advocacy organizations
also already have established processes to support communication
and decision-making, enabling them to address tensions and dif-
fering perspectives across their membership. We saw how they
deliberated issues of consent and negotiated the boundaries of their
community with their members. While no form of participation or
negotiated outcome will be perfectly inclusive, this approach en-
sures that decisions about whose voices are represented in the
data remain with the communities themselves, rather than
external AI developers.

5.4 Limitations & Future Work
This work has several limitations. It is grounded in engagements
with three disability organizations to enable in-depth, iterative dia-
logue about how project leads navigated their involvement in AI
data practices and community engagement. Future work is needed
to examine how these insights generalize across a broader diversity

of potential organizations. As such, there is a need for evaluative
studies with a wider range of communities to assess how easily com-
munities could navigate the platform and process independently.

Our work foregrounds defining ‘good’ representation for AI and
adopts a model agnostic approach to data curation and annotation.
However, different image generation models exhibit distinct limita-
tions and failure modes. Greater awareness of model specific errors
could guide communities to curate data that explicitly targets these
shortcomings. As a result, while our approach seeks to improve
overall representation quality, it remains limited in its ability to
eliminate model-specific errors. A similar generalizability challenge
applies to the future development of community-specific evalua-
tor models, whose training data is constraint to the three image
generation models used in our AI rating task.

Open questions also remain about how best to use the datasets
in a rapidly evolving model landscape. Through the Community
Library, we support the production of multiple forms of AI inter-
pretable data including: a 400-image dataset; image descriptions;
structured bounding-box annotations with text labels; a thematic hi-
erarchy of representation themes and sub-themes to support prompt
creation; image-level prompts; and ratings of AI image–prompt
pairs. While prior work suggests that small, high quality datasets
can support post-training alignment and adaptation [86, 122]; more
data intensive pre-training settings raise challenges around data
scaling (without compromising authenticity). Future work is needed
still to demonstrate how best to leverage the Community Library
datasets to improve AI models or systems.

6 Conclusion
As AI media generation becomes increasingly prevalent, there is
a critical opportunity to ensure PwD are accurately represented.
Recognizing that improving image generation requires more than
just data, we placed communities and their advocacy organizations
at the center of decisions about their own representation. To lower
barriers for non-AI expert communities to embed their values and
language in AI data practices, we worked closely with three dis-
ability advocacy organizations to develop the Community Library
Creator. This prototype provided various design scaffolds – along-
side broader community engagements – to support with important
AI data practices of: (i) concept definition; (ii) community-led data
curation and structuring into AI interpretable formats; and (iii)
preference elicitation in AI image evaluation. We discussed how
communities defined good representation through this process; the
value and practical challenges of aligning human insights with AI
requirements; and human-centered AI approaches for empowering
communities to share their perspectives – paving the way towards
more inclusive and equitable generative AI.
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A Appendix
A.1 Additional Interface Screenshots

Figure 6: Example of Pinboard activity landing page that asks project lead to select at least 10 images as different examples of
great representation of their community.

Figure 7: This screenshot shows the three reflective questions that project leads were asked to complete for each image of the
Pinboard.
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Figure 8: Example of the Magazine activity completed by one of the organizations, showing the cover page image, as well as the
five feature page titles and corresponding image selections to show main representational themes and their variations.
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Figure 9: This screenshot illustrates the high-level organization of a communities’ thematic representation definition via the
Community Library.

Figure 10: This screenshot illustrates how project leads could edit, add, remove sub-themes,described the importance of
including a specific sub-theme within the main theme and the number of images they estimated they need to achieve balance
across their approx. 400 image dataset.
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Figure 11: This screenshot shows the first frame (1/3) of the per-image data annotation sequence: project leads are asked to
explain why the selected the image as a good representation for their community.

Figure 12: This screenshot shows the second frame (2/3) of the per-image data annotation sequence: project leads review and
can make any necessary edits to the displayed prompt that is auto-generated using the image and their initial explanation for
selecting it as inputs to the GPT4o model.



CHI ’26, April 13–17, 2026, Barcelona, Spain Authors et al.

Figure 13: This screenshot shows the third frame (3/3) of the per-image data annotation sequence: it details the instructions
given to project leads for how to highlight key ’objects’ and ’people/ animals’ of importance to their community via labeled
bounding boxes.
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A.2 Example of a Thematic Community Library Structure

Figure 14: Schematic illustration of the thematic Community Library structure of one of the disability organizations. It shows:
(i) the communities preferred community term, (ii) fivemain themes; and (iii) their respective sub-themes – including numerical
indications of how many images were included in each representation category.
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A.3 Additional AI Evaluation Examples
In this section, we include two more qualitative examples of how
project leads were evaluating AI generated images as part of their
rating task.

The image in Figure 15 was rated as “very good” by the project
lead representing the vision impairment community (P1), who con-
sidered several factors: the realism of the image; how well it aligned
with the prompt (e.g., if it depicted a computer class); the overall au-
thenticity of the composition, and accuracy of the AT (e.g., looks like
the Orion apart from sound-enabled beats); as well as asssessments
of how clearly the visual impairment is recognizable and appro-
priately shown. The commentary also suggests the image could
be further improved by more clearly illustrating a mixed-ability
classroom environment, moving it closer to an ideal representation.
In P1’s own words:

“And this is a very realistic sort of picture. The only
thing that I’ll wonder is, and I know in some of our
datasets we have a calculator there, but if it’s a com-
puter class, sometimes we usually do not need a cal-
culator, but that calculator looks like the Orion [acces-
sible calculator] apart from having the sound enabled
beats. But the image itself looks really nice in the com-
position and the guy in the center, you can just by
looking at that person, you can see they have some
sort of visual impairment which makes a lot of sense.
And also the learners who are using the earphones
that makes sense. So for contrast, or maybe an add-
on, is maybe having someone who are low vision, so

just to complement the composition so that somebody
can tell there’s a difference between which learner is
wearing earphones and the other one is not wearing
earphones. These can just be some of the subtle kind
of tell sign, but generally the image really looks well
composed.” (P1, wk12, meeting)

The AI-generated image in Figure 16 was rated as “good” by the
project lead of the Global South dwarfism community (P2). Ask-
ing what held them back from giving it a “very good” score, P2
highlighted that the image appropriately depicted the physical body
proportions and commended the overall realism of the image by
describing it as “not hyper realistic” – which P2 explains to us as
reflecting a positive statement that refers to the good, natural de-
piction of the image with “no additives or sugar coating”. However,
the choice of attire — a t-shirt instead of a clear sporting outfit —
made the scene appear less believable for a competition setting with
a trophy and medal. In P2’s own words:

“Excellent interpretation of the physical attributes of
a person of short stature. But the image is not hyper
realistic” (P2, wk12, system entry)
“[Making reference to another sporting image that
was assessed as "very good"] The difference in pro-
portion is very small. That’s what I can say, frankly,
because of what the person is wearing. It shows like
the person is wearing just a casual t-shirt. Not hav-
ing probably a name or a flag or the t-shirt is very, it
doesn’t show like it’s a sporty t-shirt, but it shows the
attire.” (P2, wk13, meeting)
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Figure 15: Example of an image-prompt pair rated as “very good” in the AI evaluation task.

Figure 16: Example of an image-prompt pair rated as “good” in the AI evaluation task.
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